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## 1 Background

In this section, we collect various probability and linear algebra background which will be helpful for working with all of the theory here.

### 1.1 Tensors and calculus

We suppose that $\mathcal{V}_{j}$ for $j=1,2,3$ are some finite-dimensional Hilbert spaces. Recall that as a vector space $\mathcal{V}_{1} \otimes \mathcal{V}_{2}$ is all (finite) linear combinations of simple tensors, i.e., those of the form $a \otimes b$ where $a \in \mathcal{V}_{1}$ and $b \in \mathcal{V}_{2}$. This becomes an algebra, allowing scalars to commute, i.e., for $c \in \mathbb{R}$

$$
c(a \otimes b)=(c a) \otimes b=a \otimes(c b),
$$

and by allowing $\otimes$ to distribute over addition,

$$
\begin{equation*}
(a+b) \otimes c=(a \otimes c)+(b \otimes c) \quad \text { and } \quad a \otimes(b+c)=(a \otimes b)+(a \otimes c) . \tag{1}
\end{equation*}
$$

In what follows, we will need to contract along various tensors.
To facilitate this, we introduce a generalization of the inner product. Each $\mathcal{V}_{1}$ and $\mathcal{V}_{2}$ carries with it an inner product which we denote by $\langle\cdot, \cdot\rangle_{\nu_{1}}$ and $\langle\cdot, \cdot\rangle_{\nu_{2}}$ respectively. This induces a natural inner produce on $\mathcal{V}_{1} \otimes \mathcal{V}_{2}$, which for simple tensors is defined by

$$
\begin{equation*}
\langle a \otimes b, c \otimes d\rangle_{\mathcal{V}_{1} \otimes V_{2}}=\langle a, c\rangle_{\nu_{1}}\langle b, d\rangle_{\nu_{2}} . \tag{2}
\end{equation*}
$$

This is extended to the full space $\mathcal{V}_{1} \otimes \mathcal{V}_{2}$ by bilinearity.
This, for example, can be connected to the Frobenius inner product. If we represent an element $A \in \mathcal{V}_{1} \otimes \mathcal{V}_{2}$ in the orthonormal basis $\left\{e_{i} \otimes f_{j}\right\}$ as

$$
\begin{equation*}
A=\sum_{i, j} A_{i j} e_{i} \otimes f_{j} \tag{3}
\end{equation*}
$$

then we have the identification

$$
\langle A, B\rangle_{\mathcal{V}_{1} \otimes \mathcal{V}_{2}}=\sum_{i, j} A_{i j} B_{i j}=\operatorname{Tr}\left(A B^{T}\right) .
$$

This gives a convenient representation for quadratic forms as well:

$$
\begin{equation*}
\langle A, x \otimes x\rangle_{\mathbb{R}^{d} \otimes \mathbb{R}^{d}}=\operatorname{Tr}\left(A x x^{T}\right)=x^{T} A x . \tag{4}
\end{equation*}
$$

Higher tensor powers. For higher tensor powers, the dot products written above extend naturally to

$$
\begin{equation*}
\mathcal{V}_{1} \otimes \mathcal{V}_{2} \otimes \mathcal{V}_{3} \tag{5}
\end{equation*}
$$

Namely for $a_{i}, b_{i} \in \mathcal{V}_{i}$ for $i=1,2,3$,

$$
\left\langle a_{1} \otimes a_{2} \otimes a_{3}, b_{1} \otimes b_{2} \otimes b_{3}\right\rangle \mathcal{V}_{1} \otimes \mathcal{V}_{2} \otimes \mathcal{V}_{3}=\left\langle a_{1}, b_{1}\right\rangle\left\langle a_{2}, b_{2}\right\rangle\left\langle a_{3}, b_{3}\right\rangle .
$$

This is once more extended by multi-linearity, and we further extend it to higher tensor powers.

Partial contractions. For tensors it is also helpful to consider contractions over partial directions. Once more, for simple tensors, $t_{i}=\left(a_{i} \otimes b_{i}\right) \in \mathcal{V}_{1} \otimes \mathcal{V}_{2}$ for $i=1,2$,

$$
\begin{equation*}
\left\langle t_{1}, t_{2}\right\rangle_{\mathcal{V}_{1}}:=\left\langle a_{1}, a_{2}\right\rangle_{\mathcal{V}_{1}}\left(b_{1} \otimes b_{2}\right) \in \mathcal{V}_{2}^{\otimes 2} \tag{6}
\end{equation*}
$$

This is also extended as a bilinear map $\left(\mathcal{V}_{1} \otimes \mathcal{V}_{2}\right)^{\otimes 2} \rightarrow \mathcal{V}_{2}^{\otimes 2}$. This extends to higher tensor powers analogously, and also to the more general situation of products of $\mathcal{V}_{1} \otimes \mathcal{V}_{2}$ with $\mathcal{V}_{1} \otimes \mathcal{V}_{3}$ as a bilinear mapping:

$$
\begin{equation*}
\langle\cdot, \cdot\rangle_{\mathcal{V}_{1}}:\left(\mathcal{V}_{1} \otimes \mathcal{V}_{2}\right) \otimes\left(\mathcal{V}_{1} \otimes \mathcal{V}_{3}\right) \rightarrow \mathcal{V}_{2} \otimes \mathcal{V}_{3} \tag{7}
\end{equation*}
$$

by the formula for simple tensors in (6). This includes the case where one of $\mathcal{V}_{2}$ or $\mathcal{V}_{3}$ may be 1-dimensional.

We shall reserve the notation $\langle\cdot, \cdot\rangle$ for the complete contraction between two tensors, in whichever space they reside, and we shall add the subscript whenever a partial contraction is needed. We note that having done the partial contraction, it may be helpful to complete the contraction to a full contraction. This is performed by the trace operation, which on the Hilbert space $\mathcal{V} \otimes \mathcal{V}$, is defined for simple tensors by

$$
\begin{equation*}
\operatorname{Tr}(v \otimes w)=\langle v, w\rangle_{\mathcal{V}} \tag{8}
\end{equation*}
$$

and which extends to all $\mathcal{V} \otimes \mathcal{V}$ by linearity. In the context of (6), we can then write

$$
\operatorname{Tr}\left(\left\langle t_{1}, t_{2}\right\rangle_{\mathcal{V}_{1}}\right)=\left\langle a_{1}, a_{2}\right\rangle_{\mathcal{V}_{1}}\left\langle b_{1}, b_{2}\right\rangle_{\mathcal{V}_{2}}=\left\langle t_{1}, t_{2}\right\rangle
$$

which by linearity therefore identifies $\operatorname{Tr}\left(\langle\cdot, \cdot\rangle_{\mathcal{V}_{1}}\right)$ as the full contraction.

Norms. Recall that for a matrix $A$, there are three traditional matrix norms, beginning with the Frobenius (or Hilbert-Schmidt) norm $\|\cdot\|$, operator norm $\|\cdot\|_{\sigma}$ and trace norm $\|\cdot\|_{*}$
$\|A\|=\sqrt{\operatorname{Tr}\left(A^{T} A\right)}, \quad\|A\|_{\sigma}=\sup _{x, y \neq 0} \frac{\left(x^{t} A y\right)}{\|x\|\|y\|}, \quad\|A\|_{*}=\sup _{\|B\|_{\sigma}=1} \operatorname{Tr}\left(B^{T} A\right)$.
These generalize to 2-tensors and higher tensors in an analgous fashion. For 2-tensors $A \in \mathcal{V}_{1} \otimes \mathcal{V}_{2}$, the induced norm on the Hilbert space generalizes the Hilbert-Schmidt norm, through

$$
\|A\|^{2}=\langle A, A\rangle_{\mathcal{V}_{1} \otimes \mathcal{V}_{2}}
$$

More generally, for higher tensor products, the induced Hilbert space is the natural generalization. Note that by Cauchy-Schwarz this also admits a variational representation

$$
\|A\|=\sup _{B,\|B\|=1}\langle A, B\rangle .
$$

As for the operator norm, we take the above definition which defined the operator norm as supremum over simple unit tensors. We will call these the $\sigma$-norm and denote it by $\|\cdot\|_{\sigma}$. This norm is also commonly known as the injective tensor norm. Explicitly, if $\varphi \in \mathcal{V}_{1} \otimes \mathcal{V}_{2} \otimes \ldots \otimes \mathcal{V}_{k}$, then we define its $\sigma$-norm by

$$
\|A\|_{\sigma}:=\sup _{\substack{\left\|y_{i}\right\|_{\nu_{i}}=1 \\ i=1,2, \ldots, k}}\left\langle A, y_{1} \otimes y_{2} \otimes \ldots \otimes y_{k}\right\rangle
$$

where $y_{1} \otimes y_{2} \otimes \ldots \otimes y_{k} \in \mathcal{V}_{1} \otimes \mathcal{V}_{2} \otimes \ldots \otimes \mathcal{V}_{k}$ is a simple tensor. Note the norm

$$
\left\|y_{1} \otimes y_{2} \otimes \ldots \otimes y_{k}\right\|^{2}=\left\langle y_{1}, y_{1}\right\rangle\left\langle y_{2}, y_{2}\right\rangle \cdots\left\langle y_{k}, y_{k}\right\rangle=1
$$

and hence we have by the variational representation $\|A\|_{\sigma} \leq\|A\|$.
Finally for the nuclear norm, we just generalize it as the dual norm of the injective norm, setting

$$
\|A\|_{*}:=\sup _{B,\|B\|_{\sigma}=1}\langle A, B\rangle .
$$

Using the variational representations we observe

$$
\begin{equation*}
\|A\|_{\sigma} \leq\|A\| \leq\|A\|_{*} \tag{9}
\end{equation*}
$$

Calculus for tensors. The functions given above are compositions of smooth functions $f$ with linear functions, and we would like to perform many Taylor approximations of these functions. We recall briefly how differential calculus works here and connect it with the tensor notation above.

For a (smooth) function $f: \mathcal{V}_{1} \rightarrow \mathcal{V}_{2}$ on (finite dimensional) Hilbert spaces $\mathcal{V}_{1}, \mathcal{V}_{2}$, its (Fréchet) derivative $\mathrm{D} f$ can be identified as a mapping from $\mathcal{V}_{1} \rightarrow \mathcal{L}\left(\mathcal{V}_{1}, \mathcal{V}_{2}\right)$, the space of linear operators from $\mathcal{V}_{1} \rightarrow \mathcal{V}_{2}$ so that for all $x, h \in \mathcal{V}_{1}$

$$
\lim _{t \downarrow 0} \frac{f(x+t h)-f(x)}{t}=(\mathrm{D} f)(x)[h]
$$

The space $\mathcal{L}\left(\mathcal{V}_{1}, \mathcal{V}_{2}\right)$ can be represented as elements of the tensor product $\mathcal{V}_{2} \otimes \mathcal{V}_{1}$, by picking an orthonormal basis $\left\{e_{j}\right\}$ for $\mathcal{V}_{1}$ and then identifying

$$
(\mathrm{D} f)(x) \leftrightarrow \sum_{j}(\mathrm{D} f)(x)\left[e_{j}\right] \otimes e_{j}
$$

which is (in effect) its Jacobian matrix representation. This procedure can now be iterated, as $\mathrm{D} f$ is a mapping between $\mathcal{V}_{1}$ and a new vector space $\mathcal{L}\left(\mathcal{V}_{1}, \mathcal{V}_{2}\right) \cong \mathcal{V}_{2} \otimes \mathcal{V}_{1}$, and hence

$$
\mathrm{D}^{2} f: \mathcal{V}_{1} \rightarrow \mathcal{L}\left(\mathcal{V}_{1}, \mathcal{L}\left(\mathcal{V}_{1}, \mathcal{V}_{2}\right)\right) \cong \mathcal{V}_{2} \otimes \mathcal{V}_{1} \otimes \mathcal{V}_{1}
$$

In the case that the output of $f$ is 1 -dimensional (so that $\mathcal{V}_{2} \cong \mathbb{R}$ ) we may furthermore identify the second derivative $\left(\mathrm{D}^{2} f\right)(x)$ with an element of $\mathcal{V}_{1} \otimes \mathcal{V}_{1}$. A parallel approach identifies the third derivative as

$$
D^{3} f: \mathcal{V}_{1} \rightarrow \mathcal{L}\left(\mathcal{V}_{1}, \mathcal{L}\left(\mathcal{V}_{1}, \mathcal{L}\left(\mathcal{V}_{1}, \mathcal{V}_{2}\right)\right)\right) \cong \mathcal{V}_{2} \otimes \mathcal{V}_{1}^{\otimes 3}
$$

In this way, we have that

$$
\mathrm{D}^{k} f: \mathcal{V}_{1} \rightarrow \mathcal{V}_{2} \otimes \mathcal{V}_{1}^{\otimes k}
$$

Similarly, when $\mathcal{V}_{2} \cong \mathbb{R}$, we can identify $\mathcal{V}_{2} \otimes \mathcal{V}_{1}^{\otimes k} \cong \mathcal{V}_{1}^{\otimes k}$.

Chain rule with tensors. The class of statistics (and losses) we consider are compositions of smooth maps. In this section, we show how one can use the tensor notation to simplify the chain rule for higher order derivatives. Supposing one has two smooth maps $f, g$ with $f: \mathcal{V}_{1} \rightarrow \mathcal{V}_{2}$ and $g: \mathcal{V}_{2} \rightarrow \mathcal{V}_{3}$, the chain rule states that $g \circ f$ is a smooth map from $\mathcal{V}_{1} \rightarrow \mathcal{V}_{3}$ and its derivative is a map from $\mathcal{V}_{1}$ to $\mathcal{L}\left(\mathcal{V}_{1}, \mathcal{V}_{3}\right)$. Moreover it's derivative is given by

$$
\mathrm{D}(g \circ f)(x)[h]=(\mathrm{D} g)(f(x))[(\mathrm{D} f)(x)[h]] .
$$

If we represent these as tensors, then $(\mathrm{D} g)(f(x))$ is in $\mathcal{V}_{3} \otimes \mathcal{V}_{2}$ and $(\mathrm{D} f)(x)$ is in $\mathcal{V}_{2} \otimes \mathcal{V}_{1}$, and hence we can as well represent the chain rule by

$$
\begin{equation*}
\mathrm{D}(g \circ f)(x)=\langle(\mathrm{D} g)(f(x)),(\mathrm{D} f)(x)\rangle_{\mathcal{V}_{2}} \in \mathcal{V}_{3} \otimes \mathcal{V}_{1}, \tag{10}
\end{equation*}
$$

showing along which axis the contraction is taken. We note the ordering is important here. The input space is always taken to be on the right.

Applying this in the case of a directional derivative, suppose we take a smooth function $\varphi: \mathcal{V} \rightarrow \mathbb{R}$. Then for any fixed $x, \Delta \in \mathcal{V}$, the map $\psi: t \mapsto \varphi(x+t \Delta)$ is a smooth function of $\mathbb{R}$, and we may compute its Taylor approximation. In particular, we are interested in approximating $\varphi(x+\Delta)$ or equivalently $\psi(1)$. If we approximate $\varphi(x+\Delta)$ by the third order Taylor expansion at $x$ with remainder, we have

$$
\varphi(x+\Delta)=\psi(1)=\psi(0)+\psi^{\prime}(0)+\frac{1}{2} \psi^{\prime \prime}(0)+\frac{1}{2} \int_{0}^{1}(1-t)^{2} \psi^{(3)}(t) \mathrm{d} t .
$$

Applying the chain rule, if we set $x(t)=x+t \Delta$, then $(\mathrm{D} x)(t)$ is constant and equal to $\Delta$. Therefore, we deduce that

$$
\begin{aligned}
& \psi^{\prime}(0)=\langle(\mathrm{D} \varphi)(x), \Delta\rangle, \\
& \psi^{\prime \prime}(0)=\left\langle\left(\mathrm{D}^{2} \varphi\right)(x), \Delta^{\otimes 2}\right\rangle, \\
& \psi^{(3)}(t)=\left\langle\left(\mathrm{D}^{3} \varphi\right)(x(t)), \Delta^{\otimes 3}\right\rangle .
\end{aligned}
$$

To derive this, in particular, the 2nd and 3rd derivatives, we used linearity to conclude

$$
\begin{aligned}
\psi^{\prime \prime}(t)=\mathrm{D}\left(\langle(\mathrm{D} \varphi)(x(t)), \Delta\rangle_{\mathcal{V}}\right) & =\langle\mathrm{D}((\mathrm{D} \varphi)(x(t))), \Delta\rangle_{\mathcal{V}} \\
& =\left\langle\left\langle\left(\mathrm{D}^{2} \varphi\right)(x(t)), \Delta\right\rangle_{\mathcal{V}}, \Delta\right\rangle_{\mathcal{V}} \\
& =\left\langle\left(D^{2} \varphi\right)(x(t)), \Delta^{\otimes 2}\right\rangle_{\mathcal{V} \otimes \mathcal{V}}
\end{aligned}
$$

We note that in the second line, there is in principle an ambiguity $\left\langle\left(D^{2} \varphi\right)(x(t)), \Delta\right\rangle_{\mathcal{V}}$, in that $\left(D^{2} \varphi\right)(x(t))$ is an element of $\mathcal{V} \otimes \mathcal{V}$. However, as the second derivative is symmetric (as $\varphi$ is smooth and so mixed partials can be interchanged), contraction along either axis works. We summarize with the following generic directional derivative expansion for scalar $C^{3}$-smooth functions $\varphi: \mathcal{V} \rightarrow \mathbb{R}$

$$
\begin{align*}
\varphi(x+\Delta) & =\varphi(x)+\langle(\mathrm{D} \varphi)(x), \Delta\rangle \\
& +\frac{1}{2}\left\langle\left(\mathrm{D}^{2} \varphi\right)(x), \Delta^{\otimes 2}\right\rangle  \tag{11}\\
& +\frac{1}{2} \int_{0}^{1}(1-t)^{2}\left\langle\left(\mathrm{D}^{3} \varphi\right)(x+t \Delta), \Delta^{\otimes 3}\right\rangle \mathrm{d} t .
\end{align*}
$$

### 1.2 Resolvents

Resolvents are a powerful tool for the manipulation of highdimensional matrices and for doing random matrix theory.

Definition 1 (Resolvent): For a matrix $A \in \mathbb{M}(n, n)$, its resolvent $R(z ; A)$ is the matrix valued function $z \mapsto\left(A-z \operatorname{Id}_{n}\right)^{-1}$, defined on the subset of the complex plane where $\mathbb{C} \backslash \operatorname{Spec}(A)$.
We will usually abbreviate this by writing $(A-z)^{-1}$.

The resolvent is a well-behaved complex function, in the following sense:

Definition 2 (Meromorphic): A function $f: \mathbb{C} \rightarrow \mathbb{C} \cup\{\infty\}$ is meromorphic if it is analytic except at isolated points where (at $\lambda$ ) it has a pole, i.e., it diverges no faster than $|z-\lambda|^{-k}$ as $z \rightarrow \lambda$ for some $k \in \mathbb{N}$.

## Example 1: Rational functions

$\{p(z) / q(z) \in \mathbb{C}(z)\}$ for polynomials $p$ and $q$ are meromorphic functions.

This extends to matrices by asking that each entry has this property:

We use $\operatorname{Spec}(A)$ to denote the set of eigenvalues of $A$ and $\mathrm{Id}_{n}$ to denote the $n \times n$ identity matrix.

Definition 3 (Matrix meromorphic functions): A matrix valued function is meromorphic if every entry is meromorphic.

## Theorem 1: Resolvents are meromorphic

Let $A \in \mathbb{M}(n, n)$. Then $R(z ; A)$ is a meromorphic function, and its poles are precisely $\operatorname{Spec}(A)$.

Proof. Let $A=S J S^{-1}$ be a Jordan decomposition of $A$, so that $J$ has a block diagonal representation as $J=\operatorname{diag}\left(J_{1}, J_{2}, \cdots\right),\left(J_{i}\right.$ 's are Jordan blocks). Now $(J-z)$ is again block diagonal, and observing $(A-z)^{-1}=S(z-J)^{-1} S^{-1}$

$$
R(z ; A)=S\left(\begin{array}{c|c|c}
R\left(z ; J_{1}\right) & 0 & \cdots \\
\hline 0 & R\left(z ; J_{2}\right) & \cdots \\
\hline 0 & 0 & \ddots
\end{array}\right) S^{-1}
$$

Thus it suffices to evaluate the resolvent of a single Jordan block and to show it has a pole precisely at the eigenvalue of the block.
Suppose $J$ is a Jordan block

$$
J=\left(\begin{array}{cccc}
\lambda & 1 & \cdots & 0 \\
0 & \lambda & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \lambda
\end{array}\right)
$$

Then by an explicit computation, we can verify

$$
\left(J_{\lambda}-z\right)^{-1}=\left(\begin{array}{cccc}
y & y^{2} & \cdots & y^{n-1} \\
0 & y & \cdots & y^{n-2} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & y
\end{array}\right) \text {, where } y=(\lambda-z)^{-1}
$$

Corollary 1 (Diagonalizble case): A matrix $A \in \mathbb{M}(n, n)$ is diagonalizable (i.e., comprised of all size 1 Jordan blocks) if and only if $R(z ; A)$ only has simple poles (the largest inverse power of $\lambda-z$ that appears is 1 ). Moreover, if we let $\left\{\lambda_{j}\right\}$ be the eigenvalues of $A$ and $\left\{\left(u_{j}, v_{j}\right)\right\}$ be corresponding left and right eigenvectors normalized so that $\left\langle u_{j}, v_{j}\right\rangle=1$

$$
\begin{equation*}
R(z ; A)=\sum_{j=1}^{n} \frac{v_{j} u_{j}^{T}}{\lambda_{j}-z} \tag{12}
\end{equation*}
$$

If we furthermore have that $A$ is symmetric, we have the following elementary estimate:

Corollary 2 (Resolvent-norm): If $A \in \mathbb{M}(n, n)$ is symmetric, then it terms of orthonormal eigenvectors $u_{j}$ and eigenvalues $\lambda_{j}$

$$
\begin{equation*}
R(z ; A)=\sum_{j=1}^{n} \frac{u_{j} u_{j}^{T}}{\lambda_{j}-z} \tag{13}
\end{equation*}
$$

Moreover, we have the operator norm estimate

$$
\|R(z ; A)\|_{\sigma} \leq \frac{1}{d(z, \operatorname{Spec}(A))} \leq \frac{1}{|\Im z|}
$$

Proof. Equation (13) is (12) in the case that $A$ is unitarily diagonalizable, and so has $v_{j}=u_{j}$. In the $\left\{u_{j}\right\}$-basis (which is an orthonormal change of basis), the resolvent is therefore diagonal, and so its spectral norm is given by its largest entry in modulus. As all these eigenvalues are real, this gives the second estimate.

### 1.3 Perturbation Formulas

## Theorem 2: Perturbation formulas

For $A, B \in \mathbb{M}(n, n)$ and $y, z \in \mathbb{C}$, we have

1. $R(z ; A)-R(y ; A)=(z-y) R(z ; A) R(y ; A)$,
2. $R(z ; A)-R(z ; B)=R(z ; A)(B-A) R(z ; B)$.

Proof. It suffices to establish the equations at points $z$ where both $A$ and $B$ are invertible. Then for the first equality, multiply $(A-z)$ and ( $A-y$ ) on left and right, respectively, on both sides.

Using the theorem above, if $A=B+E$ for $E$ sufficiently small,

$$
\begin{aligned}
R(z ; B+E) & =R(z ; B)-R(z ; B+E) E R(z ; B) \\
& =R(z ; B)-R(z ; B) E R(z ; B)+R(z ; B) E R(z ; B) E R(z ; B)+\cdots
\end{aligned}
$$

This can stop at a finite point, or if the spectral radius of $E R(z ; B)<$ 1 , we can develop it as a convergent series. Similarly, for $z$ sufficiently close to $y$,

$$
R(z ; A)=R(y ; A)+(z-y) R(y ; A)^{2}+(z-y)^{2} R(y ; A)^{3}+\cdots
$$

As a corollary, we have all derivatives in the resolvent:
Corollary 3 (Resolvent Derivatives): The derivatives of the resol-
vent are given by, for any $k \in \mathbb{N}$ and at all $z \in \mathbb{C} \backslash \operatorname{Spec}(A)$

$$
\frac{\mathrm{d}^{k} R(z ; A)}{(\mathrm{d} z)^{k}}=k!R(z ; A)^{k+1}
$$

In the special case that $A$ and $B$ differ by a low-rank matrix, there is another formula which can be more fruitful:

Corollary 4 (Woodbury identity): For $U, V \in \mathbb{M}(n, k)$ and $C \in$ $\mathbb{M}(k, k)$ which is invertible

$$
\begin{aligned}
R\left(z ; A+U C V^{T}\right) & =R(z ; A) \\
& -R(z ; A) U\left(C^{-1}+U R(z ; A) V^{T}\right)^{-1} V^{T} R(z ; A)
\end{aligned}
$$

for all $z$ for which $\left(C^{-1}+U R(z ; A) V^{T}\right)^{-1}$ exists. In particular, when $k=1$ and without loss of generality when $C=1$, we have

$$
R\left(z ; A+U V^{T}\right)-R(z ; A)=\frac{R(z ; A) U V^{T} R(z ; A)}{1+U R(z ; A) V^{T}}
$$

### 1.4 Spectral mapping

## Theorem 3: The Residue Formula

If $U \subset \mathbb{C}$ is a connected, simply connected open set, $f$ : $U \rightarrow \mathbb{C}$ is meromorphic, and $\gamma$ is a smooth chain in $U$ disjoint from the poles of $f$, we have

$$
\begin{equation*}
\frac{1}{2 \pi \iota} \oint_{\gamma} f(z) d z=\sum_{\text {poles } \lambda \in U} \operatorname{Res}(f ; \lambda) \operatorname{Ind}(\gamma ; \lambda), \tag{14}
\end{equation*}
$$

where

- $\operatorname{Res}(f ; z)=r_{-1}$ if $f(z)=\sum_{k \in \mathbb{Z}} r_{k}(z-\lambda)^{k}$ is a series converging in a sufficiently small neighborhood of $\lambda$, and
- Ind $(\gamma ; \lambda)$ is the number of times $\gamma$ winds counterclockwise around $\lambda$.

A chain is a sum of curves. Integration with respect to a chain is the sum of integrals overa ll the cuves in the chain.

Definition 4 (Holomorphic Functional Calculus): If $f: U \rightarrow \mathbb{C}$ is analytic and $U \supseteq \operatorname{Spec}(A)$, then for smooth simple $\gamma$ enclosing $\operatorname{Spec}(A)$ with index 1 ,

$$
\begin{equation*}
f(A):=\frac{-1}{2 \pi i} \oint_{\gamma} f(z) R(z ; A) d z \tag{15}
\end{equation*}
$$

The main point of this definition is that it recovers composition.

## Theorem 4: Holomorphic functional calculus

If $U \supseteq \operatorname{Spec}(A)$ and given analytic functions $f: U \rightarrow \mathbb{C}$ and $g: U \rightarrow U$, we have $f(g(A))=(f \circ g)(A)$.

## Example 2: Exponentials

If $f$ is entire and $f(z)=\sum_{k=0}^{\infty} a_{k} z^{k}$, then we could also define $f(A)=\sum_{k=0}^{\infty} a_{k} A^{k}$. This coincides with (14). Now we also have

$$
\exp (A)=\sum_{k=0}^{\infty} \frac{A^{k}}{k!}=\frac{-1}{2 \pi i} \oint_{\gamma} e^{z} R(z ; A) d z
$$

Conversely, if $\Re \operatorname{Spec}(A)>0, \log A=\frac{-1}{2 \pi i} \oint_{\gamma} \log (z) R(z ; A) d z$ where we take $\log z$ the principal branch. Moreover, $\log (\exp (A))=A$.

Finally we note that for symmetric $A$, we can give a simple spectral representation.

Definition 5 (Symmetric spectral mapping): If $A \in \mathbb{M}(n, n)$ is symmetric and $f$ is a real-valued function defined in a neighborhood of $\operatorname{Spec}(A)$ then in terms of orthonormal eigenvectors $u_{j}$ and eigenvalues $\lambda_{j}$

$$
\begin{equation*}
f(A):=\sum_{j=1}^{n} f\left(\lambda_{j}\right) u_{j} u_{j}^{T} \tag{16}
\end{equation*}
$$

This agrees with the holmorphic functional calculus when $f$ is analytic in a neighborhood $\operatorname{Spec}(A)$ using Corollary 2.

### 1.5 Martingales and concentration

(Discrete time) Martingales are processes satisfying the two following properties

Definition 6 (Martingale): A Martingale $\left(M_{n}: n \geq 0\right)$ adapated to a filtration $\left(\mathscr{F}_{n}: n \geq 0\right)$ is a real-valued stochastic process satisfying:

1. $\mathbb{E}\left|M_{n}\right|<\infty$ for all $n \geq 0$.
2. $\mathbb{E}\left(M_{n+1} \mid \mathscr{F}_{n}\right)=M_{n}$.

On replacing the second equality by $\geq$ we get a submartingale and likewise $\leq$ leads to a supermartingale.

Martingales are essential tools for the analysis of stochastic processes. They generally allow the analysis of many different processes.

A typical application of martingales is the following:
Lemma 1 (Doob Maximal inequality): For any non-negative submartingale $\left(M_{n}: n \geq 0\right)$ and any $a>0$ and all $n \geq 1$

$$
\operatorname{Pr}\left(\max _{0 \leq k \leq n} M_{k} \geq a\right) \leq \frac{\mathbb{E} M_{n}}{a} .
$$

Submartingales can be manufactured from martingales by applying a convex function:

Exercise 1 (convex): Suppose that $\phi: \mathbb{R} \rightarrow \mathbb{R}$ is convex and that $\left(M_{n}: n \geq 0\right)$ is a martingale. Show that if $\left(\phi\left(M_{n}\right): n \geq 0\right)$ has finite expectation, then it is a submartingale. If further $\phi$ is nondecreasing, then the same holds if $\left(M_{n}: n \geq 0\right)$ is a submartingale

Martingales moreover can be manufactured from other process by taking their Doob decomposition.

Definition 7 (Predictable): A stochastic process ( $X_{n}: n \geq 0$ ) is predictable if $X_{0}$ is deterministic and $X_{n}$ is $\mathscr{F}_{n-1}-$ measurable for all $n \in \mathbb{N}$.
(Note) ${ }^{1}$
Using this, any adapted process can be decomposed into a martingale and predictable part.

## Theorem 5: Doob decomposition

Any real-valued process $\left(X_{n}: n \geq 0\right)$ having $\mathbb{E}\left|X_{n}\right|<\infty$ for all $n$ and adapted to a filtration ( $\mathscr{F}_{n}: n \geq 0$ ) can be uniquely decomposed as $X_{n}=M_{n}+A_{n}$ where $M_{0}=0,\left(M_{n}: n \geq 0\right)$ is a martingale and ( $A_{n}: n \geq 0$ ) is predictable. Moreover

$$
A_{n}=\mathbb{E} X_{0}+\sum_{j=1}^{n} \mathbb{E}\left(X_{j}-X_{j-1} \mid \mathscr{F}_{j-1}\right) .
$$

The process $\left(A_{n}: n \geq 0\right)$ is called the compensator of ( $X_{n}: n \geq$ $0)$.

The bracket process is an important is an important special case. ${ }^{2}$ Define
${ }^{1}$ This implies adaptedness, but moreover, it means that at the $n$-th step, you could have determined the process available in the $(n-1)$-st.

[^0]Definition 8 (Bracket process): For a martingale ( $M_{n}: n \geq 0$ ), the bracket process $\left[M_{n}\right]$ is the compensator of $M_{n}^{2}$, i.e.

$$
\begin{aligned}
{\left[M_{n}\right] } & =\mathbb{E} M_{0}^{2}+\sum_{j=1}^{n} \mathbb{E}\left(M_{j}^{2}-M_{j-1}^{2} \mid \mathscr{F}_{j-1}\right) \\
& =\mathbb{E} M_{0}^{2}+\sum_{j=1}^{n} \mathbb{E}\left(\left(M_{j}-M_{j-1}\right)^{2} \mid \mathscr{F}_{j-1}\right) .
\end{aligned}
$$

One of the simplest criteria for convergence of a stochastic process can be given in terms of this bracket process.

## Theorem 6: Bracket process \& convergence

Suppose that $\left(M_{n}: n \geq 0\right)$ is a martingale. By monotonicity, $[M]_{\infty}:=\lim _{n \rightarrow \infty}[M]_{n}$ exists almost surely (but may be infinite). On the event $[M]_{\infty}<\infty, M_{n} \xrightarrow[n \rightarrow \infty]{\text { a.s. }} M_{\infty}$, which exists and is finite almost surely.

### 1.6 Subgaussian Martingale concentration

When the increments of a martingale are sufficiently bounded, it is possible to make much stronger estimates of the maximum value of a martingale, and this leads to some of the most important applications of martingales: tail bounds for random variables.

Definition 9 (Subgaussian): A centered random variable $X$ is $V$ subgaussian if

$$
\mathbb{E} e^{\lambda X} \leq e^{\lambda^{2} V / 2} \quad \text { for all } \lambda \in \mathbb{R} .
$$

This also leads to a definition of a norm which is convenient for quick tail bounds.

Definition 10 (Orlicz-norms): For any $p \geq 1$ and any real-valued random variable $X$, define the $\psi_{p}$-Orlicz norm

$$
\|X\|_{\psi_{p}}=\inf \left\{t \geq 0: \mathbb{E} \exp \left(|X|^{p} / t^{p}\right) \leq 2\right\} .
$$

This connects to the previous definition through the following estimate:

Lemma 2 (Orlicz characterization of Subgaussian): There are absolute constants $C_{1}$ and $C_{2}$ so that:

If the random variable is not centered, there are competing definitions of what $V$-subgaussian should mean. The clearest alternative definition would be an estimate of its $\psi_{2}$-norm defined in Definition 10.

1. If a centered random variable $X$ is $V$-subgaussian, then

$$
\|X\|_{\psi_{2}} \leq C_{1} \sqrt{V}
$$

2. Conversely, if $X$ is centered and $\|X\|_{\psi_{2}}<\infty$ then $X$ is $C_{2}\|X\|_{\psi_{2}}^{2}$ subgaussian.

Besides the subgaussian case, this has another extremely important special case:

Definition 11 (Subexponential): A random variable X is $V$ -
subexponential if

$$
\|X\|_{\psi_{1}} \leq V .
$$

See [Ver18, Chapter 2] for an elaboration on various equivalent formulations of subgaussian and subexponential processes.

For a martingale, we can define an upgraded bracket process, replaces a sum of conditional variances by the sum of conditional subgaussian increments.

Definition 12 (Subgaussian Bracket): A martingale ( $M_{n}: n \geq 0$ )
is $\left(V_{n}\right)$-conditionally subgaussian for an adapted process $\left(V_{n}\right.$ :
$n \geq 1$ ) if for all $n \geq 1$ and all $\lambda \in \mathbb{R}$

$$
\mathbb{E}\left[e^{\lambda\left(M_{n}-M_{n-1}\right)} \mid \mathscr{F}_{n-1}\right] \leq e^{\lambda^{2} V_{n}} \quad \text { a.s. }
$$

Define the subgaussian bracket $\llbracket M_{n} \rrbracket$ as the smallest, nonnegative, non-decreasing adapted process so that ( $M_{n}: n \geq 0$ ) is conditionally subgaussian with process $\left(\llbracket M_{n} \rrbracket-\llbracket M_{n-1} \rrbracket: n \geq\right.$ 1).

Say that a martingale $\left(M_{n}\right)_{n=1}^{N}$ is subgaussian if $\llbracket M_{N} \rrbracket<\infty$ a.s.

This leads immediately to a tail bound for a martingale which enjoys this conditional subgaussian property.

## Theorem 7: Subgaussian Azuma

Suppose that $\left(M_{n}: n \geq 0\right)$ that is a subgaussian with martingale. Then for any $n, t, S \geq 0$,

$$
\operatorname{Pr}\left(\left\{\sup _{0 \leq k \leq n}\left(M_{k}-M_{0}\right) \geq t\right\} \cap\left\{\llbracket M_{n} \rrbracket \leq S\right\}\right) \leq \exp \left(-\frac{t^{2}}{2 S}\right) .
$$

Proof. By subtracting $M_{0}$ from the martingale, we may assume $M_{0}$ is

0 . Define a new process, for any $\lambda \in \mathbb{R}$,

$$
\mathcal{E}_{n}:=\exp \left(\lambda M_{n}-\lambda^{2} \llbracket M_{n} \rrbracket / 2\right)
$$

Then by the conditional subgaussian assumption ( $\left.\mathcal{E}_{n}: n \geq 0\right)$ is a supermartingale. Let $T$ be the first time $k$ that $M_{k} \geq t$ or that $\llbracket M_{k} \rrbracket>S$. Then by optional stopping, for $\lambda \geq 0$

$$
1 \geq \mathbb{E}\left(\mathcal{E}_{T \wedge n}\right)
$$

On the event $\{T \leq n\} \cap\left\{\llbracket M_{n} \rrbracket \leq S\right\}$, we have

$$
\mathcal{E}_{T \wedge n} \geq \exp \left(\lambda t-\lambda^{2} \llbracket M_{T} \rrbracket / 2\right) \geq \exp \left(\lambda t-\lambda^{2} S / 2\right)
$$

Thus

$$
1 \geq \operatorname{Pr}\left(\{T \leq n\} \cap\left\{\llbracket M_{n} \rrbracket \leq S\right\}\right) \exp \left(\lambda t-\lambda^{2} S / 2\right)
$$

Rearranging we have shown that for any $\lambda \geq 0$,

$$
\operatorname{Pr}\left(\left\{\sup _{0 \leq k \leq n} M_{k} \geq t\right\} \cap\left\{\llbracket M_{n} \rrbracket \leq S\right\}\right) \leq \exp \left(-\lambda t+\lambda^{2} S / 2\right)
$$

Optimzing over $\lambda \geq 0$, we select $\lambda=t / S$ which shows the bound.

A simple special case is for increments that are bounded.
Lemma 3 (Bounded implies subgaussian): Suppose that $X$ is mean 0 and $X \in(a, b)$ for $a, b \in \mathbb{R}$. Then

$$
\mathbb{E} \exp (\lambda X) \leq \exp \left((b-a)^{2} \lambda^{2} / 8\right)
$$

Or simply, $X$ is $(b-a)^{2} / 4$-subgaussian.

Proof. Suppose without loss of generality that $b \leq a$. We can represent $X$ as a convex combination, by

$$
X=b \frac{X-a}{b-a}+a \frac{b-X}{b-a}
$$

Then by convexity for all $\lambda \in \mathbb{R}$

$$
\mathbb{E} \exp (\lambda X) \leq \mathbb{E}\left(\exp (\lambda b) \frac{X-a}{b-a}+\exp (\lambda a) \frac{b-X}{b-a}\right)
$$

Using that $X$ has mean 0 ,

$$
\mathbb{E} \exp (\lambda X) \leq \exp (\lambda b) \frac{-a}{b-a}+\exp (\lambda a) \frac{b}{b-a}=: f(\lambda)
$$

Taking the log-derivative

$$
\frac{d}{d \lambda} \log f(\lambda)=\frac{-a b \exp (\lambda b)+a b \exp (\lambda a)}{-a \exp (\lambda b)+b \exp (\lambda a)}
$$

With courage, we take another derivative, and then bound it above by $(b-a)^{2} / 4$, uniformly in $\lambda \in \mathbb{R}$. Then, integrating twice,

$$
\log f(\lambda) \leq \frac{\lambda^{2}}{2} \frac{(b-a)^{2}}{4}
$$

As a corollary, we derive the classical Azuma inequalities.
Corollary 5 (Azuma): Suppose that $\left(M_{n}: n \geq 0\right)$ is a martingale and $\left(A_{n}: n \geq 1\right)$ is a predictable process such that for all $1 \leq$ $k \leq n,\left|M_{k}-M_{k-1}\right| \leq A_{k}$, then for all $t \geq 0$

$$
\operatorname{Pr}\left(\left\{\max _{0 \leq k \leq n}\left(M_{k}-M_{0}\right) \geq t\right\} \cap\left\{\sum_{1}^{n} A_{k} \leq A\right\}\right) \leq \exp \left(-\frac{t^{2}}{2 A}\right)
$$

If $A_{k}$ are in fact deterministic, then we derive the convential Azuma inequality

$$
\operatorname{Pr}\left(\max _{0 \leq k \leq n}\left(M_{k}-M_{0}\right) \geq t\right) \leq \exp \left(-\frac{t^{2}}{2 \sum_{k=1}^{n} A_{k}^{2}}\right)
$$

### 1.7 Subexponential Martingale concentration

Martingales whose increments are only subexponential still retain a strong tail bound which is not quite Gaussian, but is generally Gaussian on a large enough range to recover most of what one needs from such a tail bound. The following is an adaptation of Bernstein's inequality to the martingale case (c.f. [Ver18, Theorem 2.8.1], where the nonmartingale bound is proven. The adaptation to the martingale case is a small extension):

Lemma 4 (Martingale Bernstein inequality): If $\left(M_{n}\right)_{1}^{N}$ is a martingale on the filtered probability space $\left.\left(\Omega,\left(\mathscr{F}_{n}\right)_{1}^{N}, \operatorname{Pr}\right)\right)$ and we define

$$
\begin{equation*}
\sigma_{n}:=\left\|\inf \left\{t \geq 0: \mathbb{E}\left(e^{\left|M_{n}-M_{n-1}\right| / t} \mid \mathscr{F}_{n-1}\right) \leq 2\right\}\right\|_{L^{\infty}(\operatorname{Pr})^{\prime}} \tag{17}
\end{equation*}
$$

then there is an absolute constant $C>0$ so that, for all $t>0$,
$\operatorname{Pr}\left(\sup _{1 \leq n \leq N}\left|M_{n}-M_{0}\right| \geq t\right) \leq 2 \exp \left(-\min \left\{\frac{t}{C\|\sigma\|_{\infty}}, \frac{t^{2}}{C\|\sigma\|_{2}^{2}}\right\}\right)$,
where the norms $\|\sigma\|_{p}$ are the $\ell^{p}$ vector norms of $\left(\sigma_{n}: 1 \leq n \leq\right.$ $N)$.

Another, related inequality is Freedman's inequality, which trades stronger a priori control on the increments for simple control on the bracket.

Lemma 5 (Freedman inequality): Suppose $\left(M_{n}\right)_{1}^{N}$ is a martingale on the filtered probability space $\left.\left(\Omega,\left(\mathscr{F}_{n}\right)_{1}^{N}, \operatorname{Pr}\right)\right)$ and suppose its increments are all bounded by 1 almost surely Then there is an absolute constant $C>0$ so that, for all $S, t>0$,

$$
\begin{align*}
& \operatorname{Pr}\left(\left\{\sup _{1 \leq n \leq N}\left|M_{n}-M_{0}\right| \geq t\right\} \cap\left\{\left[M_{N}\right] \leq S\right\}\right)  \tag{19}\\
& \leq 2 \exp \left(-\min \left\{\frac{t}{C^{\prime}}, \frac{t^{2}}{C S}\right\}\right) .
\end{align*}
$$

### 1.8 Itô calculus

We will use simple multivariable Itô calculus for continous semimartingales. An introduction to this type of theory can be found, for example in [Oks13] or in [KS91]. We will not attempt to develop this theory entirely here, but in this text we will use the simplest theory of (strong) solutions of stochastic differential equations. Furthermore, we shall show how this interacts with the tensor formalism introduced earlier.

Recall that:
Definition 13 (Brownian motion): A Brownian motion ( $B_{t}: t \geq$ 0 ) is a continuous function (almost surely) with the poperty that $B_{0}=0$ and for any finite collection $0=t_{0}<t_{1}<t_{2}<$ $\cdots<t_{k}$ the collection $\left(B_{t_{j}}-B_{t_{j-1}}: 1 \leq j \leq k\right)$ are indepedent, mean 0 , Gaussian and have variances $\left(\left|t_{j}-t_{j-1}\right|: 1 \leq j \leq\right.$ $k)$. A standard $d$-dimensional Brownian motion is a vector of independent Brownian motions.

We suppose that $\left(\Omega,\left(\mathscr{F}_{t}: t \geq 0\right), \operatorname{Pr}\right)$ is a filtered probability space with a $d$-dimensional Brownian motion $\left(B_{t}: t \geq 0\right)$ so that $B_{t}$ is $\mathscr{F}_{t}$ measurable for all $t \geq 0$ (i.e. it is adapted).

In continuous time, we again define continuous martingales:
The filtration we take to be rightcontinuous.

Definition 14 (Continuous Martingale): A continuous martingale $\left(M_{t}: t \geq 0\right)$ adapated to filtration $\left(\mathscr{F}_{t}: t \geq 0\right)$ is a real-valued stochastic process satisfying:

1. $\mathbb{E}\left|M_{t}\right|<\infty$ for all $t \geq 0$.
2. $\mathbb{E}\left(M_{t} \mid \mathscr{F}_{s}\right)=M_{s}$ for all $t>s \geq 0$

Replacing the second equality by $\geq$ we get a submartingale and likewise $\leq$ leads to a supermartingale.

Continuous martingales and stochastic processes are slightly incomplete in that it is helpful to enlarge this class slightly. So we define:

Definition 15 (Local martingale): A local martingale $\left(X_{t}: t \geq 0\right)$ is a continuous adapted process to $\left(\mathscr{F}_{t}: t \geq 0\right)$ with the property that there is a sequence of stopping times $T_{k}$ with $T_{k} \xrightarrow[k \rightarrow \infty]{\text { a.s. }} \infty$ and so that the stopped process $X_{t}^{T_{k}}:=X_{t \wedge T_{k}}$ are martingales.

Definition 16 (Itô integral): For an adapted continuous process
$V$ in the space of matrices $\mathbb{M}(p, d)$ having $\|V\|_{\sigma}$ bounded by 1 almost surely, the Itô integral can be given by the in-probability limit

$$
\int_{0}^{t} V_{s} \mathrm{~d} B_{s}=\operatorname{Pr} \cdot \lim _{k \rightarrow \infty} \sum_{j=1}^{k} V_{t_{j-1}}\left(B_{t_{j}}-B_{t_{j-1}}\right),
$$

where the maximal spacing in the mesh $0=t_{0}<t_{1}<t_{2}<$ $\cdots<t_{k}=t$ tends to 0 with $k$.

This can be seen to be independent of the choice of mesh and be subsequently extended to unbounded integrands $V$ by approximation by bounded ones.

Definition 17 (Itô process): An Itô process $\left(X_{t}: t \geq 0\right)$ in $\mathbb{R}^{0}$ is one for which we can represent

$$
X_{t}=X_{0}+\int_{0}^{t} u_{s} \mathrm{~d} s+\int_{0}^{t} V_{s} \mathrm{~d} B_{s}
$$

with the latter integral given by the Itô integral and where $u$ and $V$ are continuous adapted processes satisfying that almost surely, for each $t \geq 0$,

$$
\int_{0}^{t}\left(\left\|u_{s}\right\|+\left\|V_{s}\right\|\right) \mathrm{d} s<\infty
$$

This is often represented in differential form by

$$
\mathrm{d} X_{t}=u_{t} \mathrm{~d} t+V_{t} \mathrm{~d} B_{t} .
$$

An Itô process is finite variation if and only if $V_{t} \equiv 0$.

A key result connects Itô processes and martingales

## Theorem 8: Martingale representation

An Itô process is local martingale if and only if $u_{t} \equiv 0$. If furthermore $\mathbb{E}\left|X_{t}\right|<\infty$ for all $t>0$ then it is a martingale. Conversely, if a martingale $\left(M_{t}\right)$ adapted to $\left(\mathscr{F}_{t}\right)$ satisfies $\mathbb{E}\left|M_{t}\right|^{2}<\infty$ for any $t$, then it is an Itô process.

For Itô processes, we have Itô's formula.

## Theorem 9: Itô's formula

Suppose $g: \mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ is $C^{2}$ and suppose that ( $X_{t}: t \geq 0$ ) is an Itô process. Then $g\left(t, X_{t}\right)$ is again an Itô process and
moreover

$$
\begin{aligned}
\mathrm{d} g\left(t, X_{t}\right) & =\left(\partial_{t} g\left(t, X_{t}\right)+\left\langle\nabla_{x} g\left(t, X_{t}\right), u_{t}\right\rangle+\frac{1}{2}\left\langle\nabla_{x}^{2} g\left(t, X_{t}\right), V_{t}\right\rangle\right) \mathrm{d} t \\
& +\left\langle\nabla_{x} g\left(t, X_{t}\right), V_{t} \mathrm{~d} B_{t}\right\rangle .
\end{aligned}
$$

For a continuous-time local martingale, $\left(M_{t}: t \geq 0\right)$, in $\mathbb{R}$, we define its bracket process by:

Definition 18 (Bracket process): The bracket process $[M]_{t}$ is the unique finite variation process with $[M]_{0}=0$ so that $M_{t}^{2}-[M]_{t}$ is a local martingale. If $\mathrm{d} M_{t}=V_{t} \mathrm{~d} B_{t}$ then

$$
\mathrm{d}[M]_{t}=\left\|V_{t}\right\|^{2} \mathrm{~d} t
$$

The bracket process gives a quick way to produce tail bounds for local martingales.

Exercise 2 (Exponential martingale): Use Itô's formula (applied to $\left.X_{t}=\left(M_{t},[M]_{t}\right)\right)$ to show that $\exp \left(M_{t}-\frac{1}{2}[M]_{t}\right)$ is a local martingale.

Lemma 6 (Concentration for Brownian martingales): Suppose that $\left(M_{t}: t \geq 0\right)$ is a local martingale. For any $T, S, x>0$

$$
\operatorname{Pr}\left(\left\{\max _{0 \leq t \leq T}\left(M_{t}-M_{0}\right) \geq x\right\} \cap\left\{[M]_{T} \leq S\right\}\right) \leq \exp \left(-\frac{x^{2}}{2 S}\right)
$$

Proof. By subtracting $M_{0}$ from $M$ we may assume $M_{0}=0$. Using that $Y_{t}:=\exp \left(\lambda M_{t}-\frac{\lambda^{2}}{2}[M]_{t}\right)$ is a local martingale, there are stopping times $T_{k}$ so that $Y_{t}^{T_{k}}$ are martingales. Let $\vartheta=\min \left\{t:[M]_{t} \geq\right.$ $S$ or $\left.\left|M_{t}\right|>x\right\}$. As $Y^{T_{k} \wedge \vartheta}$ is a continuous martingale,

$$
\mathbb{E}\left[Y_{T}^{T_{k} \wedge \vartheta}\right]=\mathbb{E}\left[Y_{0}^{T_{k} \wedge \vartheta}\right]=1 .
$$

By Fatou's Lemma, we may take $k \rightarrow \infty$ and conclude

$$
\mathbb{E}\left[Y_{T}^{\vartheta}\right] \leq \liminf _{k \rightarrow \infty} \mathbb{E}\left[Y_{T}^{T_{k} \wedge \vartheta}\right]=1
$$

On the event $\left\{[M]_{T} \leq S\right\} \cap\left\{\max _{0 \leq t \leq T} M_{t} \geq x\right\}$ we have for $\lambda \geq 0$

$$
Y_{T}^{\vartheta} \geq \exp \left(\lambda x-\frac{\lambda^{2}}{2} S\right)
$$

Hence

$$
\operatorname{Pr}\left(\left\{[M]_{T} \leq S\right\} \cap\left\{\max _{0 \leq t \leq T} M_{t} \geq x\right\}\right) \leq \exp \left(-\lambda x+\frac{\lambda^{2}}{2} S\right)
$$

Note that this is precisely the analogue of the Discrete Freedman's inequality Lemma 5.

Setting $\lambda=x / S$ gives

$$
\operatorname{Pr}\left(\left\{[M]_{T} \leq S\right\} \cap\left\{\max _{0 \leq t \leq T} M_{t} \geq x\right\}\right) \leq e^{-\lambda^{2} /(2 S)}
$$

## 2 SGD and optimization theory

SGD (stochastic gradient descent) ${ }^{3}$ has raised to prominence as a multipurpose, simple algorithm for the optimization of many random functions. There are probably lots of reasons for its success, first and foremost being that it is a gradient-based algorithm; gradients, especially in high-dimensions are hugely important in that the optimal search directions tend to evade any fixed choices. 4 Another reason for its success, or more precisely the success of a larger umbrella of stochastic gradient methods, is that the algorithm is quite extensible: minibatch SGD, momentum SGD [Sut+13], Adagrad [DHSi1], RMSProp [HSS12], and most prominently Adam [KB14] all extend SGD by fusing it with other optimization techniques. This list covers the lion's share of optimization algorithms used for machine learning as of today.

To introduce SGD, we will consider the finite-sum framework. This is an example of a structure $5^{5}$ we impose on the objective function $f$ to be optimized.

Definition 19 (Finite sum): An optimization problem is finite sum if its objective function $f$ can be given by

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{d}}\{f(x)\} \quad \text { where } \quad f(x):=\frac{1}{n} \sum_{i=1}^{n} f_{i}(x) \quad x \in \mathbb{R}^{d} \tag{20}
\end{equation*}
$$

The parameter $d$ represents the dimensionality of the parameter space, and $n$ represents the number of functions.

In the typical empirical risk minimization framework (discussed below), the $n$ would represent the cardinality of the training data-set and each $f_{i}$ would represent the risk associated to the $i$-th datapoint.

We shall also assume that the functions $f_{i}$ have amount of smoothness. For exploiting any form of gradient method, we need to have a derivative. Further, this derivative almost always needs some amount of tameness.

Definition 20 (Lipschitz gradients): The objective function $f$ :
$\mathbb{R}^{d} \rightarrow \mathbb{R}$ has Lipchitz gradients with constant $L$ if $\nabla f$ exists
and

$$
\|\nabla f(x)-\nabla f(y)\| \leq L\|x-y\|
$$

for all $x, y \in \mathbb{R}^{d}$. For the finite sum problem, we say its summands have Lipschitz gradients if there is a constant $L$ such that for all $x, y \in \mathbb{R}^{d}$

$$
\left\|\nabla f_{i}(x)-\nabla f_{i}(y)\right\| \leq L\|x-y\| .
$$

${ }^{3}$ It has been argued that the "descent" should be dropped from the name of this algorithm, owing to the fact that the algorithm need not always descend (and hence does not fit into the larger class of descent algorithms [BCN18a].
${ }^{4}$ One may wonder about why does one only use gradients? Higher-order optimization that takes advantage of Hessian information can be faster, but the computational costs of even computing the Hessian (or of approximating it) grow with dimension. See the discussion in [Botio].

[^1]Exercise 3 (Quadratic Upper Bound): Suppose that $f$ has Lipschitz gradients. Show that for any $x, y \in \mathbb{R}^{d}$

$$
f(y) \leq f(x)+\langle\nabla f(x), y-x\rangle+\frac{L}{2}\|y-x\|^{2}
$$

by setting $g(t)=f(x+t(y-x))$ and using $f(y)-f(x)=$ $\int_{0}^{1} g^{\prime}(t) \mathrm{d} t$.

Remark 1 (A little less smooth): A sufficient condition for Lipschitz gradients is that $f$ is twice differentiable with a secondderivative matrix (Hessian matrix) bounded in norm. While Lipschitz gradients is a little weaker than this, it is not by much. A weaker structure which is common is just that $f$ itself is Lipschitz or even $\alpha$-pseudo-Lipschitz, meaning

$$
|f(x)-f(y)| \leq L\|x-y\|\left(1+\|x\|^{\alpha}+\|y\|^{\alpha}\right) .
$$

A final very common structure to consider is convexity. Convexity makes lots of problems simpler to analyze. So when one has convexity, it is a shame not to use it. However, in contrast to smoothness assumptions (which are essentially necessary, in some form, to being able to run SGD), convexity is not necessary.

Definition 21 (Strong convexity): The objective function $f: \mathbb{R}^{d} \rightarrow$ $\mathbb{R}$ is strongly convex with constant $\mu>0$ if for any $x, y \in \mathbb{R}^{d}$

$$
f(y) \geq f(x)+\langle\nabla f(x), y-x\rangle+\frac{\mu}{2}\|y-x\|^{2}
$$

If this holds with $\mu=0$, then the function is convex. If one has the above with $\mu=0$ but with a strict inequality, then the function is strictly convex.

Exercise 4 (Function value growth): Suppose that $f$ is continuously differentiable and $x^{*}$ is a stationary point of $f$, i.e. $\nabla f(x)=0$. Show that if $f$ is strongly convex then $x^{*}$ is a global minimizer, and moreover for all $x$

$$
f(x)-f\left(x^{*}\right) \geq \frac{\mu}{2}\left\|x-x^{*}\right\|^{2}
$$

Hence $x^{*}$ is a global minimizer.

This shows that any local minimizer is a global minimizer, and hence the global minimizer is unique. For strictly convex functions, these conclusions remain true, but we can only conclude $f(x)-f\left(x^{*}\right)>0$ for all $x \neq x^{*}$.

### 2.1 SGD on the finite-sum

The finite-sum framework allows us to pose a very general version of SGD:

Definition 22 (SGD): Stochastic gradient descent, with step-size schedule $\gamma_{k}$, has the iterates

$$
x_{k+1}=x_{k}-\gamma_{k} \nabla f_{i_{k}}\left(x_{k}\right)
$$

where $i_{k}$ is a (usually random) choice of function. We let $\left(\mathscr{F}_{k}: k \in \mathbb{N}_{0}\right)$ be a filtration with respect to which the sequence $\left\{\left(i_{k}, x_{k}\right)\right\}$ are adapated. Some of the most important examples are given by:

1. (Random-sample/multi-pass) The $i_{k} \stackrel{\text { law }}{=} \operatorname{Unif}(\{1,2, \cdots, n\})$ are chosen iid.
2. (Single-shuffle) A single permutation $\pi:\{1,2, \cdots, n\} \rightarrow\{1,2, \cdots, n\}$ is drawn uniformly at random, and then we set $i_{n r+k}=\pi(k)$ for all non-negative integers $r$.
3. (Random-shuffle) After each epoch $\left(6^{\circ}\right)$, we draw a new permutation $\pi_{r}:\{1,2, \cdots, n\} \rightarrow\{1,2, \cdots, n\}$ uniformly at random and set $i_{n r+k}=\pi_{r}(k)$.
4. (One-pass) Here one runs the single-shuffle algorithm but simply stops after (or before) one full pass over the dataset.

The goal of these notes is to establish the algorithmic performance implications of choices such as these and the step-size schedule $\left\{\gamma_{k}\right\}$. How large should they be chosen? In cases where there are many solutions, which solutions are selected and how does it depend on the choices of step-size or shuffling scheme?

Remark 2 (Minibatch SGD): A natural extension of SGD processes multiple gradient estimates in parallel. In this case, one forms updates

$$
x_{k+1}=x_{k}-\gamma_{k} \sum_{i \in B_{k}} \nabla f_{i}\left(x_{k}\right)
$$

for a random subset $B_{k} \subseteq\{1,2, \cdots, n\}$. In practice, SGD on the finite sum is essentially always run in batches, which can be chosen analogously to all the methods in Definition 22. Part of the reason is architectural: working in batches ensures allows one to perform fewer gradient queries and/or the hardware itself (especially GPUs) parallelize multi-dimensional tensor contraction (up to some bounds on dimensionality) to be the same wall-clock speed as a single dot product. Hence in a given update-loop one may want to increase the batch size to
${ }^{6}$ An epoch is one full pass over the dataset. We will use it to mean $n$ here, even in the multi-pass case.
take advantage of this.
However, from the mathematical point of view, this begs the question if there is any difference in the behavior of the algorithm as a consequence of the batch-size. Lots of work has focused on the idea of "variance reduction", which is to say that minibatch SGD updates are smaller-variance updates of the underlying gradient.

But this intuition ignores dimensionality effects - if all the gradient estimators are orthogonal, there is no averaging effect occuring within the sum. So there is only a 'reduction of variance' once the batch-size starts to exceed the effective dimensionality of the gradients. In many of the setups here, that means that $\left|B_{k}\right|$ needs to be proportional to $d$, or moreover if $\left|B_{k}\right| / d \rightarrow 0$ one reproduces small-batch limits.

In a setup where batch-size grows proportionally to dimension, one can recover an entire theory that runs in parallel to what is presented here. In particular one sees that there is a saturation effect once batch is sufficiently large (first observed in [MBB18]; see also for a sharper analysis in [Lee+22] using assumptions similar to the ones here). Proportional batch methods have also been analyzed in [Ger+22] using similar machinery.

Remark 3 (Momentum methods): Momentum methods are another direction of generalization, in which one keeps a running average of gradient estimates and then uses this running average to update the function. This provides another axis along which to consider the behavior of stochastic gradient methods This was popularized in machine learning possibly by [Sut+13]; there remains a relatively healthy controversy over whether or not momentum matters for stochastic optimization, but this may be partly because of the precise form of the momentum (see especially [MY18], [Kid+18] and [PP21] which give versions which appear to correctly capture some of this momentum effect in small-batch settings) or because of interactions of batch size and momentum [BCW22] [Lee+22].

### 2.2 Risks

To measure the performance of SGD, it is helpful to adopt the language of risk. This gives us a precise way of describing the algo-
rithmic performance of SGD. Suppose that we have a distribution $\mathcal{D}$ on $\mathbb{R}^{m} \times \mathbb{R}^{p}$, where $m$ represents an ambient data dimensionality and the second $\mathbb{R}^{p}$ represents a ( $p$-dimensional) output or label. The basic statistical learning theory challenge is to find a function $M: \mathbb{R}^{d} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{p}$ which for a given choice of parameters $x \in \mathbb{R}^{d}$ and a data-point $(a, b)$ sampled from $\mathcal{D}$, minimizes a loss $\ell: \mathbb{R}^{d} \times \mathbb{R}^{p} \times \mathbb{R}^{p} \rightarrow[0, \infty)$.

Definition 23 (Statistical risk): The statistical risk (or population risk or expected risk) is the function

$$
\mathscr{P}: x \mapsto \mathbb{E}(\ell(x, M(x, a), b)) \quad \text { where } \quad(a, b) \stackrel{\text { law }}{=} \mathcal{D} .
$$

In other words, having selected our parameters $x$ and our chosen loss, how much do our modeling mistakes cost?

In practice, having a finite dataset, we might reserve some of these data for the "test" dataset and keep the remainder (often the vast majority) for the training data set. Having estimated the parameters $x \in \mathbb{R}^{d}$, we could measure how well we did by statistically estimating $\mathscr{P}$ using the test data set. For the estimation of the parameters $x$, we use instead:

Definition 24 (Empirical risk): The empirical risk (or training loss) for $n$ samples $\left(a_{i}, b_{i}\right)_{i=1}^{n}$ drawn iid from $\mathcal{D}$ is

$$
\mathscr{L}: x \mapsto \frac{1}{n} \sum_{i=1}^{n}\left(\ell\left(x, M\left(x, a_{i}\right), b_{i}\right)\right) .
$$

Note that mathematically, this is nothing but the statistical risk, but with the distribution $\mathcal{D}$ replaced by the empirical distribution of samples. Moreover, this leads naturally to the empirical risk minimization problem:

Definition 25 (Empirical risk minimization): The empirical risk minimization problem for $n$ samples $\left(a_{i}, b_{i}\right)_{i=1}^{n}$ drawn iid from $\mathcal{D}$ and model $M$ is the finite-sum problem

$$
\min _{x \in \mathbb{R}^{d}}\left\{\mathscr{L}(x)=\frac{1}{n} \sum_{i=1}^{n} \ell\left(x, M\left(x, a_{i}\right), b_{i}\right)\right\} .
$$

To make this concrete, we illustrate a few canonical examples.

## Example 3: Linear regression

The most important, basic example is 1-dimensional linear regression (i.e. $p=1$ ). Here we take the model $M$ to just be a
linear function, so that $M(x, a):=\langle x, a\rangle$ and so the parameter dimensionality $d$ matches the data dimensionality $m$. Further, we suppose the data-distribution $\mathcal{D}$ comes from a linear model, which is to say that

$$
b=\langle a, \beta\rangle+\epsilon
$$

for a ground truth $\beta \in \mathbb{R}^{d}$; a noise random variable $\epsilon$ which is independent of $a$, mean 0 , finite variance; and a random vector $a$ from some distribution on $\mathbb{R}^{d}$. Often, we take $a \stackrel{\text { law }}{=}$ $\operatorname{Normal}(0, \Sigma)$ for a $d \times d$ covariance matrix $\Sigma$.

The conventional loss to take in this setting is the meansquared error, so that $\ell(x, a, b)=\frac{1}{2}(b-a)^{2}$. In this case, we have the following explicit formula for the population risk

$$
\begin{equation*}
\mathscr{R}(x)=\frac{1}{2} \mathbb{E}(\epsilon+\langle a, \beta\rangle-\langle a, x\rangle)^{2}=\frac{1}{2} \mathbb{E} \epsilon^{2}+\frac{1}{2}\langle\beta-x, \Sigma(\beta-x)\rangle . \tag{21}
\end{equation*}
$$

Note that when $\Sigma \succ 0$, this has a unique minimizer at $\beta=x$, and moreover the loss is strictly convex.

The empirical risk also can also be represented simply. Suppose we have $n$ data-target pairs $\left(a_{i}, b_{i}\right)$ for $1 \leq i \leq n$. If we let $A$ be a matrix whose $n$ rows are given by $\left\{a_{i}\right\}$ and $b$ be the column vector of $\left\{b_{i}\right\}$ then

$$
\begin{equation*}
\mathscr{L}(x)=\frac{1}{2 n} \sum_{i=1}^{n}\left(\left\langle a_{i}, x\right\rangle-b_{i}\right)^{2}=\frac{1}{2 n}\|A x-b\|^{2} \tag{22}
\end{equation*}
$$

## Example 4: Ridge regression and penalties

A small generalization of this problem is to add a regularizer, or effectively to modify the loss to penalize large weights. The $\ell_{2}$-regularized loss is $\ell(x, a, b)=\frac{1}{2}\left((b-a)^{2}+\lambda\|x\|^{2}\right)$. This makes the empirical risk

$$
\begin{equation*}
\mathscr{L}(x)=\frac{1}{2 n}\|A x-b\|^{2}+\frac{\lambda}{2}\|x\|^{2} \tag{23}
\end{equation*}
$$

It should be noted that in context, one may wish to consider either the regularized population risk, or alternatively the unregularized population risk (21).

For any positive $\lambda>0$, the empirical risk has a unique minimizer, as a consequence of the strong convexity of $\mathscr{L}$. The minimizer of the regularized empirical risk always exists, and is called the ridge estimator.

Other penalty terms may also be added; especially, adding a $\|x\|_{1}$-norm penalty leads to (one form of) the Lasso problem.

Exercise 5 (Ridge regression): how that the $\ell_{2}$-regularized risk $\mathscr{L}$ is strongly convex (with constant $\lambda$ ) (and therefore $\nabla \mathscr{L}(X)=0$ is uniquely solvable) and find its solution.

## Example 5: Generalized linear models

One step more complicated than the linear models are generalized linear models (GLMs). With $p=1$, one supposes the model $M$ is a composition of a linear model and a nonlinearity; so

$$
M(x, a):=\phi(\langle x, a\rangle) .
$$

Two notable cases are that of phase retrieval, in which case

$$
\begin{equation*}
\phi(x)=|x| . \tag{24}
\end{equation*}
$$

This is one of the simplest nonconvex problems that can be formulated in high dimensions.

Another is binary logistic regression in which case

$$
\begin{equation*}
\phi(x)=\frac{e^{x}}{1+e^{x}} . \tag{25}
\end{equation*}
$$

In this case, the model $M(x, a)$ gains the extra interpretation as a probability. In particular, it may represent the probability that a data-point $a$ has membership in some class, and so this is well-suited to a classification problem.

The data distribution $\mathcal{D}$ might be many things, but one natural choice is that the data follows the model we are trying to fit. If we do so, then the data distribution $\mathcal{D}$ are assumed to be given by

$$
b=\phi(\langle a, \beta\rangle),
$$

where $a$ follows some distribution. Noise may also be added, but the precise location of the noise in the model differs from case to case.

In the case of binary logistic regression, one may instead suppose that

$$
b=X \cdot \chi+(1-\chi) \mathbf{1}_{\langle a, \beta\rangle>0},
$$

where $\chi \stackrel{\text { law }}{=} \operatorname{Bernoulli}(\epsilon)$ and $X \stackrel{\text { law }}{=} \operatorname{Bernoulli}\left(\frac{1}{2}\right)$ are independent of $a$. This represents a data distribution in which class
membership is given, but with some amount of mislabeling error.

Finally for the losses, it is common with phase retrieval to simply choose the mean-squared error. If one takes this, without regularization and without noise, then

$$
\begin{equation*}
\mathscr{P}(x):=\frac{1}{2} \mathbb{E}(|\langle a, x\rangle|-|\langle a, \beta\rangle|)^{2} \tag{26}
\end{equation*}
$$

In some cases (especially the case of Gaussian $a$ ), it is possible to produce explicit expressions for the risk $\mathscr{P}$, but generally this is impossible. For logistic regression, it is common to use the $K L$-divergence

$$
\ell(x, M, b)=b \log \left(\frac{b}{M}\right)+(1-b) \log \left(\frac{1-b}{1-M}\right)
$$

or the closely related cross-entropy loss. $\left(7^{0}\right)$

## Example 6: Generalized linear models II

Generalized linear models also naturally can take $p>1$. This allows natural generalizations of the Example 5 such as multiclass logistic regression, for classifying multiple classes. Here we now suppose $x$ is a 2-tensor, living in $\mathbb{R}^{m} \otimes \mathbb{R}^{p}$. The inner product $\mathbb{R}^{m} \ni a \mapsto\langle x, a\rangle_{m}$ contracts the $m$ dimensional part of $x$ with that of $a$. (See partial contractions (6)). A generalized linear model is now one in which for some $g: \mathbb{R}^{p} \rightarrow \mathbb{R}, M(x, a)=g(\langle x, a\rangle)$.

For a concrete example, we introduce multi-class logistic regression. For functions $\phi: \mathbb{R} \rightarrow \mathbb{R}$ we extend them functions from $\mathbb{R}^{p} \rightarrow \mathbb{R}$ by applying $\phi$ coordinate-wise. The model is given by:

$$
\begin{equation*}
M(x, a):=\frac{e^{\langle x, a\rangle_{m}}}{\left\langle e^{\langle x, a\rangle_{m}}, \mathbb{1}\right\rangle} \tag{27}
\end{equation*}
$$

where $\mathbb{1}$ is the all- $\mathbb{1}$ vector. We may assume the data distribution $\mathcal{D}$ is given as $(a, b)$ where $b$ is a one-hot $\left(8^{\circ}\right)$ class vector and $a$ is an element of $\mathbb{R}^{m}$. For the loss, one may take once more the KL-divergence

$$
\ell(x, a, b)=\sum_{i=1}^{p} b_{i} \log \frac{b_{i}}{a_{i}}
$$

7 The cross-entropy differs from the KL-divergence by addition of the entropy $b \log b+(1-b) \log (1-b)$. This additional term does not affect the gradients of the loss with respect to $M$, and hence it induces the same SGD dynamics.

[^2]
## Example 7: The two layer neural network

Neural networks generalize Example 6 further by effectively composing generalized linear models. The multilayer perceptron or MLP is the simplest example of this, and can be considered as compositions, in a sense, of generalized linear models. In a two-layer neural network (or one-hidden layer neural network), one composes two of these. In the notation of Example 6, if we set (see $9^{\circ}$ )

$$
N(x, a):=(\langle x, a\rangle)_{+}
$$

where $x$ is an $\mathbb{R}^{m} \otimes \mathbb{R}^{h}$-dimensional parameter tensor (and so the output is $\mathbb{R}^{h}$-dimensional) then with $M$ as in (27),
$\left(\mathbb{R}^{m} \otimes \mathbb{R}^{h}\right) \times\left(\mathbb{R}^{h} \otimes \mathbb{R}^{p}\right) \times \mathbb{R}^{m} \ni\left(\left(x_{1}, x_{2}\right), a\right) \mapsto M\left(x_{2}, N\left(x_{1}, a\right)\right)$
is a relatively common construction of a neural network used for classification purposes. Typically, further layers and more purpose-built layers would be added to improve the performance (see for example [LeC +98 ], which was one of the first instances of "deep learning", and which has 6 hidden layers). Once more, one could use KL-divergence for the training purposes.

### 2.3 Streaming/Online stochastic gradient descent

In the case of running streaming SGD for the problem of empirical risk minimization, at every step $k \leq n$ of the algorithm, one draws a new datapoint $\left(a_{k+1}, b_{k+1}\right)$ and then performs an SGD update:

Definition 26 (Streaming SGD): Streaming (aka online) SGD is the algorithm with updates given by (28).

$$
\begin{equation*}
X_{k+1}=X_{k}-\gamma_{k} \nabla_{X_{k}} \ell\left(X_{k}, M\left(X_{k}, a_{k+1}\right), b_{k+1}\right) . \tag{28}
\end{equation*}
$$

Thus at the $n$-th step, the algorithm has used precisely $n$ datapoints, and moreover, one may naturally view $n$ as a free parameter, representing the number of datapoints used. This means that the algorithm is adapted to the filtration ( $\left.\mathscr{F}_{k}: k \geq 0\right)$ generated by the sequence of datapoints $\left(\left(a_{k}, b_{k}\right): k \geq 0\right)$. In the case of empirical risk minimization, there is effectively no difference between this and one-pass SGD, except for how the size of the data-set is discussed.

Streaming can be viewed as a form of stochastic gradient descent for directly minimizing the population risk $\mathscr{P}$. Namely commuting
${ }^{9}$ The function $x \mapsto(x)_{+}$, meaning positive part, is the ReLU activation function, which is a popular choice.
expectation and the gradient, one has for streaming SGD

$$
X_{k+1}=X_{k}-\gamma_{k} \nabla_{X_{k}} \mathscr{P}\left(X_{k}\right)-\xi_{k+1},
$$

where $\xi_{k+1}$ is the martingale increment
$\xi_{k+1}=\gamma_{k} \nabla_{X_{k}} \ell\left(X_{k}, M\left(X_{k}, a_{k+1}\right), b_{k+1}\right)-\mathbb{E}\left[\gamma_{k} \nabla_{X_{k}} \ell\left(X_{k}, M\left(X_{k}, a_{k+1}\right), b_{k+1}\right) \mid \mathscr{F}_{k}\right]$.

Remark 4 (Streaming is an idealization): While it is attractive to consider an algorithm which directly minimizes population risk, this is almost invariably a data-inefficient procedure. There can be circumstances where compute time, rather than data is the limiting feature (see the discussion in e.g. [Botio] or [ $N N S 20$ ]), in which case one may wish to use something like streaming SGD.
Regardless, as a theoretical exercise, it is definitely true that streaming is a simpler algorithm to mathematically understand, owing to the underlying independence of the updates.

### 2.4 Classical convergence of stochastic gradient descent

One of the traditional methods of analysis of stochastic gradient descent is as a stochastic process, establishing its almost sure convergence properties. Consider a stochastic algorithm defined by

$$
\begin{equation*}
X_{k+1}:=X_{k}-\gamma_{k}\left(\nabla F\left(X_{k}\right)+\xi_{k+1}\right) \tag{29}
\end{equation*}
$$

for some random vectors $\xi_{k}$ with $\mathbb{E}\left(\xi_{k+1} \mid \mathscr{F}_{k}\right)=0$. This is satisfied by both the multi-pass and one-pass versions of SGD for the finitesum problem, provided all the $f_{i}$ have bounded first derivatives.

## Theorem 10: Mean convergence of SGD

Suppose that $F \geq 0$ satisifes:

1. $F$ has Lipschitz gradients with constant $L$ and $F$ is $\mu$-strongly convex.
2. The noise $\xi_{k+1}$ satisfies $\mathbb{E}\left(\left\|\xi_{k+1}\right\|^{2} \mid \mathscr{F}_{k}\right) \leq M\left\|\nabla F\left(X_{k}\right)\right\|^{2}$.
3. The step-size $\gamma$ is constant and satisfies

$$
0<\gamma<\frac{2}{(1+M) L} .
$$

Then with $x_{*}$ the global minimizer of $F$

$$
\mathbb{E}\left(F\left(X_{k}\right)-F\left(x_{*}\right)\right) \leq e^{-2 \mu a k} \times \mathbb{E}\left(F\left(X_{0}\right)-F\left(x_{*}\right)\right),
$$

where $\alpha=\gamma\left(1-\gamma \frac{L(1+M)}{2}\right)$.

Proof. We look at an increment under SGD. Using the Lipschitz gradient property (or more precisely Exercise 3)

$$
F\left(X_{k+1}\right)-F\left(X_{k}\right) \leq\left\langle\nabla F\left(X_{k}\right), X_{k+1}-X_{k}\right\rangle+\frac{L}{2}\left\|X_{k+1}-X_{k}\right\|^{2}
$$

Substituting the definition of the iterates,
$F\left(X_{k+1}\right)-F\left(X_{k}\right) \leq-\gamma\left\langle\nabla F\left(X_{k}\right), \nabla F\left(X_{k}\right)+\xi_{k+1}\right\rangle+\frac{L \gamma^{2}}{2}\left\|\nabla F\left(X_{k}\right)+\xi_{k+1}\right\|^{2}$.
Hence if we take conditional expectations on both sides

$$
\mathbb{E}\left(F\left(X_{k+1}\right)-F\left(X_{k}\right) \mid \mathscr{F}_{k}\right) \leq-\gamma\left\|\nabla F\left(X_{k}\right)\right\|^{2}+\frac{L \gamma^{2}(1+M)}{2}\left(\left\|\nabla F\left(X_{k}\right)\right\|^{2}\right)
$$

Hence by how the step-size is chosen

$$
\mathbb{E}\left(F\left(X_{k+1}\right)-F\left(X_{k}\right) \mid \mathscr{F}_{k}\right) \leq-\alpha\left\|\nabla F\left(X_{k}\right)\right\|^{2}
$$

Now we need the following conclusion of strong convexity: for $x^{*}$ the global minimizer ${ }^{10}$

$$
\left(F(x)-F\left(x^{*}\right)\right) \leq \frac{1}{2 \mu}\|\nabla F(x)\|^{2}
$$

Thus we conclude

$$
\mathbb{E}\left(F\left(X_{k+1}\right)-F\left(x^{*}\right) \mid \mathscr{F}_{k}\right) \leq(1-2 \alpha \mu) \mathbb{E}\left(F\left(X_{k}\right)-F\left(x^{*}\right) \mid \mathscr{F}_{k}\right),
$$

which by induction proves the theorem.

Remark 5 (Bibliographic note): This was adapted from the excellent notes of [BCN18a].

This additional randomness could also come from a lot of sources: it may be added artificially to improve the behavior of the algorithm, such as data augmentation strategies (see for example [SK19] for a survey of the technique and see [HS21] for some related optimization considerations as discussed below), but frequently it is the result of using a computationally efficient stochastic estimator for the true gradient (which is generally the reason for minibatch SGD).

To analyze the algorithm, a good starting point is the Taylor expansion

$$
\begin{equation*}
F\left(X_{k+1}\right)=F\left(X_{k}\right)-\gamma_{k}\left\langle\nabla F\left(X_{k}\right), \nabla F\left(X_{k}\right)+\xi_{k+1}\right\rangle+R_{k+1} \tag{30}
\end{equation*}
$$

## Theorem 11: Robbins-Monro convergence of SGD

1. Suppose that $F \geq 0, F$ has Lipschitz gradients, $\|\nabla F\|^{2}$ is bounded, and $\mathbb{E}\left(\left\|\xi_{k+1}\right\|^{2} \mid \mathscr{F}_{k}\right) \leq K$.
${ }^{10}$ This, while not totally obvious just follows from rearranging the definition of Strong convexity applied to the points $x$ and $x-\frac{1}{\mu} \nabla F(x)$, and then using that $F\left(x^{*}\right)$ is a global minimizer.
2. Suppose that $F$ has compact sublevel sets, so that for all $t>0,\left\{x \in \mathbb{R}^{d}: F(x) \leq t\right\}$ is compact.
3. Suppose that $\gamma_{k}$ satisfies the Robbins-Monro condition

$$
\sum_{k=1}^{\infty} \gamma_{k}=\infty \quad \text { and } \quad \sum_{k=1}^{\infty} \gamma_{k}^{2}<\infty
$$

Let $\mathcal{S}$ be the set of stationary points of $F$, i.e. those $x \in \mathbb{R}^{d}$ for which $\nabla F(x)=0$. Then (29) converges in that it satisfies $X_{k} \xrightarrow[k \rightarrow \infty]{\text { a.s. }} \mathcal{S}$, which is to say its distance from the set $\mathcal{S}$ tends to 0 .

The first assumptions give control over the errors in the Taylor approximation. The $R_{k+1}$ carries a factor of $\gamma_{k}^{2}$ and so it will be absolutely summable.

Exercise 6 (Convergence of R): Show that if $F$ has Lipschitz gradients, $\|\nabla F\|^{2}$ is bounded, and $\mathbb{E}\left(\left\|\xi_{k+1}\right\|^{2} \mid \mathscr{F}_{k}\right) \leq K$. Suppose $\sum_{j=1}^{\infty} \gamma_{k}^{2}<\infty$, then $\sum_{k=1}^{\infty} R_{k}<\infty$.

Remark 6 (Notions of convergence): The above convergence shows that $X_{k}$ converges to a stationary point, meaning a point of $\mathcal{S}$. It does not necessarily show convergence of $X_{k}$ to a local, let alone a global, minimizer. Under further hypotheses on $F$, one can characterize the stationary points: most significantly, if $F$ is strictly convex then there is unique minimizer $X^{*}$ of the problem $\min F(X)$ and moreover it is the unique stationary point.

Remark 7 (Other convergence approaches): There are many versions of convergence of SGD that are proven throughout the literature. In [Bot98], multiple criteria are given for almost sure convergence. See also [BCN18b] for more versions of convergence in mean, more in the direction of Theorem 10.

Proof. We define the martingale $M_{k}$ for $k>0$ by

$$
M_{k}=\sum_{j=1}^{k} \gamma_{j}\left\langle\nabla F\left(X_{j}\right), \xi_{j+1}\right\rangle
$$

This is a martingale which satisfies

$$
\begin{aligned}
\mathbb{E} M_{k}^{2} & =\sum_{j=1}^{k} \gamma_{j}^{2} \mathbb{E}\left\langle\nabla F\left(X_{j}\right), \xi_{j+1}\right\rangle^{2} \\
& \leq \sum_{j=1}^{k} \gamma_{j}^{2}\left(\sup _{x}\|\nabla F(x)\|^{2}\right) K .
\end{aligned}
$$

By assumption this is therefore bounded independently of $k$, and so we have by martingale convergence that there is a randopm variable $M_{\infty}$ almost surely finite so that

$$
M_{k} \xrightarrow[k \rightarrow \infty]{\text { a.s. }} M_{\infty} \quad \text { and } \quad \sup _{k}\left|M_{k}\right|<\infty .
$$

From (30), this implies that

$$
F\left(X_{k}\right)-F\left(X_{0}\right) \leq M_{k}+\sum_{j=1}^{k} R_{j}
$$

Then the martingale and finite variation parts are both bounded, in that

$$
\sup _{k} F\left(X_{k}\right)<\infty \quad \text { a.s.. }
$$

We also have that

$$
\Delta_{k}:=\sum_{j=1}^{k}-\gamma_{j}\left\langle\nabla F\left(X_{j}\right), \nabla F\left(X_{j}\right)\right\rangle
$$

is non-increasing, and so either it tends to $-\infty$ or converges. If it tends to $-\infty$, we would contradict that $F\left(X_{k}\right) \geq 0$, since we have

$$
F\left(X_{k}\right)-F\left(X_{0}\right)=\Delta_{k}+M_{k}+\sum_{j=1}^{k} R_{j}
$$

and the other terms are bounded. It furthermore follows that in fact $F_{\infty}:=\lim _{k \rightarrow \infty} F\left(X_{k}\right)$ exists almosts surely.

So we introduce the event $\mathcal{E}_{P}:=\left\{\sup _{k} F\left(X_{k}\right)<P\right\}$ and note that $\cup_{P=1}^{\infty} \mathcal{E}_{P}$ has probability 1 , it suffices to show that on every $\mathcal{E}_{P}$ we have $\left\|\nabla F\left(X_{k}\right)\right\| \xrightarrow[k \rightarrow \infty]{\text { a.s. }} 0$ or in other words for every $\epsilon>0, P>1$

$$
\operatorname{Pr}\left(\mathcal{E}_{P} \cap\left\{\left\|\nabla F\left(X_{k}\right)\right\|^{2}>\epsilon \text { for infinitely many } k\right\}\right)=0
$$

Now on the event $\mathcal{E}_{P}$, SGD remains in the set $K=\{x: F(x) \leq P\}$ for all time, which by assumption is compact. So we may work inside of $K$ with the subspace topology. Recall that $\mathcal{S}$ is the set of stationary points, and let $\mathcal{U}_{\epsilon}$ be the set $\left\{x \in K:\|\nabla F(x)\|^{2} \geq \epsilon\right\}$. Then this is disjoint from $\mathcal{S}$, and by compactness of $K \cap \mathcal{S}$ we can find a $\delta>0$ sufficiently small that the closed $\delta$-neighborhood $V_{\delta}$ of $\mathcal{U}_{\epsilon}$ is disjoint
from $\mathcal{S}$. Also by compactness there is an $\eta>0$ so that $\|\nabla F(x)\|^{2}>\eta$ uniformly on $K \cap \mathcal{S}$.

Now we show that $X_{k}$ cannot visit $\mathcal{U}_{\epsilon}$ infinitely often. If we wait long enough, the contributions of the noise $M_{k}$ and the Taylor error terms $R_{k}$ will be uniformly small. In particular, we can find a $T$ sufficiently large (and random) such that

$$
\max _{k \geq T}\left(\left|M_{k}-M_{T}\right|+\sum_{T}^{k} R_{j}\right) \leq \eta \delta /\left(4\|\nabla F\|_{\infty}\right)
$$

Likewise, if we perform a martingale decomposition of $X_{k}$, we can write

$$
X_{k}-X_{T}=\sum_{j=T}^{k-1}-\gamma_{j}\left(\nabla F\left(X_{j}\right)+\xi_{j}\right)=: \sum_{j=T}^{k-1}-\gamma_{j} \nabla F\left(X_{j}\right)+\left(Z_{k}-Z_{T}\right)
$$

for a martingale $\left(Z_{k}: k\right)$. By martingale convergence, we can also ensure $T$ is long enough that $\max _{k}\left\|\left(Z_{k}-Z_{T}\right)\right\| \leq \delta / 8$. If $\tau>T$ is a time at which $X_{k}$ is in $\mathcal{U}_{\epsilon}$, then

$$
\left|X_{k}-X_{\tau}\right| \leq \sum_{\tau+1}^{k} \gamma_{j}\|\nabla F\|_{\infty}+\delta / 4
$$

Let $\sigma$ be the first time after $\tau$ that the process leaves $V_{\delta}$. Then

$$
\sum_{\tau+1}^{\sigma} \gamma_{j}\|\nabla F\|_{\infty} \geq\left|X_{\sigma}-X_{\tau}\right|-\delta / 4 \geq 3 \delta / 4
$$

Now on this time window, we have

$$
F\left(X_{\sigma}\right)-F\left(X_{\tau}\right) \leq-\sum_{\tau+1}^{k} \gamma_{j} \eta+\eta \delta /\left(2\|\nabla F\|_{\infty}\right) \leq-\eta \delta /\left(4\|\nabla F\|_{\infty}\right)
$$

Thus every time that $X_{k}$ enters $\mathcal{U}_{\epsilon}$, the objective function $F\left(X_{k}\right)$ must subsequently drop by a fixed amount. As $F\left(X_{k}\right) \xrightarrow{\text { a.s. }} F_{\infty}$, this is impossible, and hence we have $\left\|\nabla F\left(X_{k}\right)\right\|^{2} \xrightarrow[k \rightarrow \infty]{\text { a.s. }} 0$ on $\mathcal{E}_{P}$. By compactness of $K$, we also have that $X_{k}$ converges to $\mathcal{S}$.

Remark 8 (ODE interpolation): Another way to argue the convergence above is to show that the iterates asympototically approximate a solution to an ordinary differential equation. The classical Robbins and Monro argument actually uses this. It shows that the path of the algorithm asymptotically almost surely converges to gradient flow, $\frac{d}{d t} \mathcal{X}(t)=-\nabla F(\mathcal{X}(t))$ where we identify $X_{k} \approx \mathcal{X}\left(t_{k}\right)$ with $t_{k}=\sum_{1}^{k} \gamma_{j}$. This can only true in
the sense that

$$
\lim _{k \rightarrow \infty} \max _{n \geq k}\left\|X_{n}-\mathcal{X}^{(k)}\left(t_{n}\right)\right\|=0
$$

where $\mathcal{X}^{(k)}$ is gradient flow with initial condition $\mathcal{X}^{(k)}\left(t_{k}\right)=$ $X_{k}$.
Refinements of this argument further show SDE approximations, for $X_{n}-\mathcal{X}^{(k)}\left(t_{n}\right)$. See [KY].

Exercise 7 (Recurrence to Convergence): Suppose that $F \geq 0$ but that $\nabla F$ and $\nabla^{2} F$ are only continuous (instead of bounded). Suppose however that with $\gamma_{k}$ satisfying the Robbins-Monro condition, the process $X_{k}$ returns infinitely often to some compact set $K$, with probability 1 . Show that $F$ converges to a stationary point of $\mathcal{S} \cap K$.

### 2.5 The pessimism of almost sure convergence

The good part about the Robbins-Monro type condition on $\left\{\gamma_{k}\right\}$ in Theorem 11 is that it does not depend at all on the problem - one is guaranteed convergence with decreasing step-sizes such as $\gamma_{k}=$ $1 / k$. But convergence is an asymptotic statement, and practically speaking, one must decide at which finite time to stop the algorithm. So rates of convergence, which necessarily depend on the problem setup, are important.


Figure 1: Linear regression (see Example 3). Constant step-size SGD with step-size within a factor of 3 of the largest stable step-size. Fixed dimension $d=2000$, identity data covariance. Increasing numbers of samples, with multipass SGD. Streaming is the "infinite data" version.


Furthermore, in high-dimensional settings such as those displayed in Figures 1 , it is important to account for the magnitude of the gradients. Moreover, in dimension-independent terms, the additional errors incurred from simply picking a constant step-size may be small, as measured by the risk. On the other hand, constant step-size SGD may not converge, as if the noise generated by SGD does not vanish, one may have a non-degenerate stationary distribution.

The overarching goal of these notes are to develop the mathematics behind the figures presented here, and in particular to formulate an algorithmic analysis which is accurate in high dimensions.

Figure 2: Linear regression (see Example 3). Same setup as Figure I with one additional curve, the Robbins-Monro stepsize $\gamma_{k}=1 / k$. By Theorem 11, the black curve converges. Rescaling the step-size (for example dividing by $d$ ) gives a curve which is effectively constant over the same time-scale.

## 3 High-dimensional limits: streaming SGD in the case autonomous order parameters

In the previous section, we saw an example of a simple highdimensional (high measured in the thousands) linear regression problem where the Robbins-Monro step-size schedule performed poorly and a constant step-size performed better. The RobbinsMonro schedule paid no heed to the underlying problem parameters, and indeed for a fair comparison one could add problem dependent constants (for example see [KNS16]). However, in the example given, the unavoidable conclusion is the step-size is just too slow, and one possible explanation is that the strategy paid no attention to the dimensionality of the problem.

To conceptualize what it means for the dimension to be large, however, we need to change the dimension and understand its effects. Doing this reveals some important lessons: The most significant

observation is that the risk curve concentrates around a dimensionindependent limit. Moreover, this curve depends in a nontrivial way on the stepsize.

In other words, there is some dynamical system hiding in plain sight, such that on sending dimension to infinity, the risks are described by this dynamical system. We begin by illustrating this with a simple example.

Figure 3: Population risk of logistic regression (see Example 5). In each dimension, 10 runs of streaming SGD for logistic regression are performed. We then display $80 \%$ confidence intervals over time (i.e. we discard the largest and smallest at error at each point in time). The curves concentrate around a high-dimensional limit value. Note that time is scaled by dimension. In the isotropic case, this risk curve follows an autonomous ODE. (This in fact is non-isotropic, for which there is a Volterra curve, similar to those discussed in the next section.)

## Example 8: Isotropic Gaussian Linear Regression

We follow Example 3, and run streaming SGD on it. We suppose the data distribution $\mathcal{D}$ is such that $(a, b) \sim \mathcal{D}$ means

$$
a \stackrel{\text { law }}{=} N(0, \mathrm{Id}), \quad \epsilon \stackrel{\text { law }}{=} N\left(0, \eta^{2} \mathrm{Id}\right), \quad b=\langle a, \beta\rangle+\epsilon
$$

where $\beta=\beta$ will be a vector in $\mathbb{R}^{d}$ of norm 1 . The loss is $\ell(x, u, v)=\frac{1}{2}(u-v)^{2}$ and the risk $\mathscr{P}$ is given by

$$
\mathscr{P}(x)=\frac{1}{2}\left(\eta^{2}+\|\beta-x\|^{2}\right) .
$$

Streaming SGD on this problem is given by

$$
x_{k+1}=x_{k}-\gamma_{k}\left(\left\langle x_{k}-\beta, a_{k+1}\right\rangle-\epsilon_{k+1}\right) a_{k+1} .
$$

Now to perform an analysis of this, we will look for a way to describe the limit as dimension tends to infinity of the risk of SGD over time. The good starting point for this type of analysis is to compute the evolution in time of the expected risk of SGD. It will turn out to be enough to compute the mean and covariance matrix of the updates SGD.

Remark 9 (Tensor formalism): It will be helpful when working with high-dimensional limits to use tensor representations, as even for algorithms which only involve matrix-vector products, one is forced to consider higher tensors. We can naturally identify matrices $M=M_{i, j}$ with 2-tensors (see Section 1.1). The covariance matrix of a random vector $a$ is then identified with

## $\mathbb{E} a \otimes a$.

The norm-squared of a vector $x$ can be alternatively represented, using the contraction operator as

$$
\|x\|^{2}=\langle x, x\rangle=\langle x \otimes x, \mathrm{Id}\rangle=\operatorname{Tr}(x \otimes x)
$$

A quadratic form of $x$ and a matrix $A$ can be represented by

$$
x^{t} A x=\operatorname{Tr}\left(A x x^{T}\right)=\langle A, x \otimes x\rangle .
$$

## Example 9: Dynamical analysis of Isotropic Gaussian Linear Regression

Let $\mathscr{F}_{k}$ be the $\sigma$-algebra generated by $\left(\left(a_{j}, b_{j}\right): 0 \leq j \leq k\right)$. The conditional mean and conditional variance of this update
are given by

$$
\mathbb{E}\left[\left(\left\langle x_{k}-\beta, a_{k+1}\right\rangle-\epsilon_{k+1}\right) a_{k+1} \mid \mathscr{F}_{k}\right]=x_{k}-\beta=\nabla \mathscr{P}\left(x_{k}\right),
$$

and the covariance matrix (see Exercise 9 below) is given by

$$
\begin{aligned}
& \mathbb{E}\left[\left(\left\langle x_{k}-\beta, a_{k+1}\right\rangle-\epsilon_{k+1}\right)^{2} a_{k+1} \otimes a_{k+1} \mid \mathscr{F}_{k}\right] \\
& =\left(\mathbb{E}\left[\left(\left\langle x_{k}-\beta, a_{k+1}\right\rangle\right)^{2} \mid \mathscr{F}_{k}\right]+\eta^{2}\right) \operatorname{Id}+2\left(\left(x_{k}-\beta\right) \otimes\left(x_{k}-\beta\right)\right) \\
& =2 \mathscr{P}\left(x_{k}\right) \operatorname{Id}+2\left(\left(x_{k}-\beta\right) \otimes\left(x_{k}-\beta\right)\right) .
\end{aligned}
$$

It will turn out the correct way to view this in highdimensions is as a principal term (the first one) and a lower order correction, i.e.

$$
\mathbb{E}\left[\left(\left\langle x_{k}-\beta, a_{k+1}\right\rangle-\epsilon_{k+1}\right)^{2} a_{k+1} \otimes a_{k+1} \mid \mathscr{F}_{k}\right] \approx 2 \mathscr{P}\left(x_{k}\right) \mathrm{Id}
$$

Suppose that we consider the evolution of the risk itself under SGD, which is to say we consider the update

$$
\mathscr{P}\left(x_{k+1}\right)-\mathscr{P}\left(x_{k}\right)=\frac{1}{2}\left(\left\|x_{k+1}-x_{k}\right\|^{2}+2\left\langle x_{k+1}-x_{k}, x_{k}-\beta\right\rangle\right) .
$$

If we set $\mathscr{R}(x):=\frac{1}{2}\|\beta-x\|^{2}$, then computing the conditional expectation, we arrive at

$$
\begin{aligned}
& \mathbb{E}\left[\mathscr{R}\left(x_{k+1}\right)-\mathscr{R}\left(x_{k}\right) \mid \mathscr{F}_{k}\right] \\
& =\frac{\gamma_{k}^{2}}{2} \operatorname{Tr}\left(2 \mathscr{P}\left(x_{k}\right) \operatorname{Id}+2\left(\left(x_{k}-\beta\right) \otimes\left(x_{k}-\beta\right)\right)\right) \\
& -\gamma_{k}\left\langle x_{k}-\beta, x_{k}-\beta\right\rangle \\
& =-2 \gamma_{k} \mathscr{R}\left(x_{k}\right)+\gamma_{k}^{2}\left(d \mathscr{R}\left(x_{k}\right)+d \eta^{2} / 2+\mathscr{R}\left(x_{k}\right)\right) .
\end{aligned}
$$

The major factor to consider in this recurrence is the $d$ which appears in the $\gamma_{k}^{2}$ term.

For both first and second order terms to survive in a limit, we must take $\gamma_{k} \asymp \gamma_{k}^{2} d$ (meaning as order of magnitudes in $d$ ), which implies that $\gamma_{k} \asymp 1 / d$. Moreover to achieve a non-degenerate limit, we should set $\gamma_{k}=\gamma(k / d) / d$ for a continuous function $\gamma(\cdot)$. If we set $\rho(t)=\lim _{d \rightarrow \infty} \mathbb{E}\left[\mathscr{R}\left(x_{[t d]}\right)\right]$ then the above equation becomes an Euler approximation for the ordinary differential equation

$$
\dot{\rho}=-2 \gamma(t) \rho+\gamma^{2}(t)\left(\rho+\eta^{2} / 2\right)
$$

Remark 10 (Risk curve and stability): This can be solved explicitly. In the case of $\eta \equiv 0$, it is

$$
\rho(t)=\rho(0) \exp \left(-\int_{0}^{t}\left(2 \gamma(s)-\gamma^{2}(s)\right) \mathrm{d} s\right)
$$

Note that for constant $\gamma(t) \equiv \gamma$, the curve is convergent if and only if $\gamma<2$ and bounded if and only if $\gamma \leq 2$, (which can also be reasoned just from the ODE). Note further the risk tends to 0 . In the case $\eta>0$ and constant $\gamma<2$ the risk does not tend to 0 , but we can further solve for the limiting risk as the stationary point of $\rho$ by setting $\dot{\rho}=0$ :

$$
\rho(\infty)=\frac{\gamma^{2} \eta^{2}}{4 \gamma-2 \gamma^{2}}
$$

Exercise 8 (Concentration): Show using martingale concentration that the difference of $\mathscr{R}\left(x_{[t d]}\right)$ and $\mathbb{E} \mathscr{R}\left(x_{[t d]}\right)$ tends to 0 in probability as $d \rightarrow \infty$ for any fixed $t>0$.

Exercise 9 (Wick rule computations): The Wick rule gives a quick way to compute expectations of tensors formed from Gaussians. Suppose $a \stackrel{\text { law }}{=} N(0, K)$. For a simple tensors $f_{i}$ for $1 \leq i \leq 4$,

$$
\begin{aligned}
& \mathbb{E}\left\langle a^{\otimes 4}, f_{1} \otimes f_{2} \otimes f_{3} \otimes f_{4}\right\rangle \\
& =\left\langle K, f_{1} \otimes f_{2}\right\rangle\left\langle K, f_{3} \otimes f_{4}\right\rangle \\
& +\left\langle K, f_{1} \otimes f_{3}\right\rangle\left\langle K, f_{2} \otimes f_{4}\right\rangle \\
& +\left\langle K, f_{1} \otimes f_{4}\right\rangle\left\langle K, f_{2} \otimes f_{3}\right\rangle .
\end{aligned}
$$

This extends by multilinearity to 4 -tensors $B$ by

$$
\begin{aligned}
& \mathbb{E}\left\langle a^{\otimes 4}, B\right\rangle \\
& =\left\langle K,\langle K, B\rangle_{1,2}\right\rangle_{3,4} \\
& +\left\langle K,\langle K, B\rangle_{1,3}\right\rangle_{2,4} \\
& +\left\langle K,\langle K, B\rangle_{1,4}\right\rangle_{2,3}
\end{aligned}
$$

where $\langle\cdot, \cdot\rangle_{a, b}$ refers to contracation along axes $a$ and $b$. Show that

$$
\begin{aligned}
& \mathbb{E}\left(\langle a, y\rangle^{2}\left\langle a^{\otimes 2}, \operatorname{Id}_{m}\right\rangle\right) \\
& =\mathbb{E}\left\langle a^{\otimes 4}, y \otimes y \otimes \operatorname{Id}_{m}\right\rangle \\
& =\langle K, y \otimes y\rangle\left\langle K, \operatorname{Id}_{m}\right\rangle+2\left\langle\langle K, y\rangle \otimes\langle K, y\rangle, \operatorname{Id}_{m}\right\rangle \\
& =y^{t} K y \operatorname{Tr}(K)+2 y^{t} K^{2} y .
\end{aligned}
$$

### 3.1 Hidden finite dimensional risk manifold

The key to the previous example (Example 8) was that the equation for the dynamics of the risk was autonomous: the evolution of the risk depends only on the current value of the risk. This generalizes the situation seen in Example 9, in which the risk itself describes an autonomous evolution.

Definition 27 (Hidden risk manifold): Say that family of empirical risk minimization problems, indexed by model dimensionality $d$, lie on a hidden risk manifold of dimension $k$ if for any $d$ there are $C^{2}$ functions $u^{(d)}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{k}$ and $F_{1}, F_{2}: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k}$ with:

1. $u_{1}^{(d)}(x)=\mathscr{P}(x)$ and $\mathscr{P}$ is uniformly coercive:

$$
\lim _{\|x\| \rightarrow \infty} \liminf _{d \rightarrow \infty} u_{1}^{(d)}(x)=\infty
$$

2. $F_{1}, F_{2}$ are continuous functions;
3. with $\gamma_{k} \equiv \gamma / d$

$$
\left\|d \mathbb{E}\left[u\left(x_{1}\right)-u\left(x_{0}\right) \mid \mathscr{F}_{0}\right]+\gamma F_{1}\left(u\left(x_{0}\right)\right)-\gamma^{2} F_{2}\left(u\left(x_{0}\right)\right)\right\| \rightarrow 0
$$

uniformly on compact sets of $\left\|x_{0}\right\|$ as $d \rightarrow \infty$ for fixed $\gamma$;
4. with $\gamma_{k} \equiv \gamma / d$

$$
d \mathbb{E}\left[\left\|u\left(x_{1}\right)-u\left(x_{0}\right)\right\|^{2} \mid \mathscr{F}_{0}\right] \rightarrow 0
$$

uniformly on compact sets of $\left\|x_{0}\right\|$ as $d \rightarrow \infty$ for fixed $\gamma$.

Remark 11 (Origins of the hidden risk manifold): This is an adaptation of formulation of [BAGJ22], which contains, in addition, some notable worked examples and further theoretical elaborations. While not formalized in this way, some of the ideas of this limit appear in the earlier in the work of [SS95]. This idea has also appeared [Vei+22], [Arn+23], and [AGJ21].

The notion has appeared in the physics literature, where it is described as the closure of the equations of motion for the order parameters [Gol+20]. In situations where the data covariance is non-identity, this procedure usually has trouble, [Gol+20; YO19]. In Section 4 we we show one way to handle this.

As a first central example, the Isotropic Gaussian satisfies these assumptions.

## Example 10: Isotropic Gaussians satisfy HRM

We only need a single observable:

$$
u(x)=\mathscr{P}(x)=\frac{1}{2}\|\beta-x\|^{2}+\frac{1}{2} \eta^{2}
$$

This risk is clearly uniformly coercive. The computations in Example 9 show that these ERMs satisfy Part 2 and 3 of Definition 27 with

$$
F_{1}(u)=2 u-\eta^{2} \quad \text { and } \quad F_{2}(u)=u .
$$

Finally it can be checked that for some constant $C\left(\left\|x_{0}\right\|\right)$

$$
\mathbb{E}\left[\left\|u\left(x_{1}\right)-u\left(x_{0}\right)\right\|^{2} \mid \mathscr{F}_{0}\right] \leq C\left(\left\|x_{0}\right\|\right) \gamma^{2} / d^{2}
$$

## Theorem 12: Hidden risk manifold

Suppose a family of empirical risk minimization problems have a hidden risk manifold and $\left\{x_{k}^{(d)}\right\}$ is streaming SGD on these problems. Suppose the initialization satisfies $u\left(x_{0}\right) \rightarrow$ $\mu_{0}$ as $d \rightarrow \infty$. Let $\mu$ be the solution of the initial value problem on $\mathbb{R}^{k}$

$$
\dot{\mu}=-\gamma F_{1}(\mu)+\gamma^{2} F_{2}(\mu), \quad \mu(0)=\mu_{0} .
$$

Suppose that the solution of this IVP exists for all time. Uniformly on compact sets of $t$

$$
u\left(x_{[t d]}\right) \xrightarrow[d \rightarrow \infty]{\mathrm{Pr}} \mu(t) .
$$

Proof. Fix an $R>0$ and let $\tau_{R}$ be the first time $k$ the norm of $x_{k}$ exceeds $R$ in norm, i.e.

$$
\tau_{R}=\inf \left\{k:\left\|u\left(x_{k}\right)\right\|>R\right\} .
$$

It suffices to show that uniformly on compact sets of time ${ }^{11}$

$$
u\left(x_{[t d]}^{\tau_{R}}\right) \xrightarrow[d \rightarrow \infty]{\operatorname{Pr}} \mu^{\sigma_{R}}(t),
$$

where $\sigma_{R}$ is the first time $t$ that $\|\mu(t)\|>R$. Having shown this, and since $\sigma_{R} \rightarrow \infty$ as $R \rightarrow \infty$, it follows that $\tau_{R} \rightarrow \infty$ in probability as $d \rightarrow \infty$ followed by $R$, i.e. for any $M$

$$
\lim _{R \rightarrow \infty} \limsup _{d \rightarrow \infty} \operatorname{Pr}\left(\tau_{R} \leq M\right)=0
$$

Thus, we will have shown the claimed convergence of $u$ to $\mu$ without stopping.

Now for a given $R$ from the Part 1 of Definition 27 that $\mathscr{P}$ is uniformly coercive, we have that there is an $M$ sufficiently for all $d$ sufficiently large $\left\|x_{k}^{\tau_{R}}\right\| \leq M$ for all $k<\tau_{R}$. From Part 4 of Definition 27, we have that $\left\|x_{k}^{\tau_{R}}\right\| \leq M+1$ even at the final time (where the process $x_{k}$ can jump outside the ball, but by the moment bound given can only jump a little with probability going to 1) with probability going to 1 as $d \rightarrow \infty$. For any $t$, we perform a Doob decomposition of $u$ up to time $\ell \leq[t d]$, which gives

$$
u\left(x_{\ell}\right)=u\left(x_{0}\right)+\sum_{k=0}^{\ell-1} \mathbb{E}\left[u\left(x_{k+1}\right)-u\left(x_{k}\right) \mid \mathscr{F}_{k}\right]+M_{\ell}
$$

From Part 4 of Definition 27, we have from Doob's inequality and Doob's $L^{2}-$ maximal inequality

$$
\max _{0 \leq k \leq \ell}\left\|M_{k}\right\| \xrightarrow[d \rightarrow \infty]{\mathrm{Pr}} 0
$$

Hence From Part 3 of Definition 27
$\max _{0 \leq \ell \leq t d}\left\|-u\left(x_{\ell}\right)+u\left(x_{0}\right)+\frac{1}{d} \sum_{k=0}^{\ell-1}\left\{-\gamma F_{1}\left(u\left(x_{k}\right)\right)+\gamma^{2} F_{2}\left(u\left(x_{k}\right)\right)\right\}\right\| \xrightarrow[d \rightarrow \infty]{\operatorname{Pr}} 0$.
This is now a uniform approximation of the IVP in the statement of the theorem. The theorem follows from Gronwall's inequality and Part 2 of Definition 27.

## Example 11: GLMs with isotropic features

We suppose that we have GLM (Example 5) in a studentteacher format. That is, suppose that we have have $M(x, a)=$ $\phi(\langle x, a\rangle)$ and suppose $\beta \in \mathbb{R}^{d}$ is given and has unit norm. Suppose we have a data distribution $\mathcal{D}$ on $\mathbb{R}^{d} \times \mathbb{R}$ where $(a, b) \sim \mathcal{D}$ means

$$
b=M(\beta, a) \quad \text { and } \quad a \stackrel{\text { law }}{=} N\left(0, \operatorname{Id}_{d}\right)
$$

Now we suppose the loss $\ell(x, u, v)=\ell(u, v)$ is given and is $C^{1}$ with derivative bounded uniformly in norm.

The population risk is given by

$$
\mathscr{P}(x):=\mathbb{E} \ell(M(x, a), M(\beta, a))
$$

and constant step-size streaming SGD is given by

$$
\begin{aligned}
x_{k+1} & =x_{k}-\frac{\gamma}{d} \nabla_{x} \ell\left(M\left(x_{k}, a_{k+1}\right), M\left(\beta, a_{k+1}\right)\right) \\
& =x_{k}-\frac{\gamma}{d} a_{k+1} \phi^{\prime}\left(\left\langle x_{k}, a_{k+1}\right\rangle\right) \ell_{u}\left(\phi\left(\left\langle x_{k}, a_{k+1}\right\rangle\right), \phi\left(\left\langle\beta, a_{k+1}\right\rangle\right)\right)
\end{aligned}
$$

We observe that

$$
\nabla_{x} \mathscr{P}(x)=\mathbb{E} \nabla_{x} \ell(M(x, a), M(\beta, a))
$$

This is an expectation over a two-dimensional Gaussian distribution ( $\langle x, a\rangle,\langle\beta, a\rangle$ ). Thus, this can be computed from two covariances

$$
\langle x, \beta\rangle=\mathbb{E}(\langle x, a\rangle\langle\beta, a\rangle) \quad \text { and } \quad\langle x, x\rangle=\mathbb{E}(\langle x, a\rangle\langle x, a\rangle) .
$$

Now under suitable assumptions ( $\mathscr{P}$ being coercive, $\ell, \phi$ being sufficiently bounded), it can be verified that this pair of observables determines the entire evolution of the system, i.e.

$$
u(x)=(\mathscr{P}(x),\langle x, x\rangle,\langle x, \beta\rangle)
$$

is a hidden risk manifold.

Exercise 10 (Smooth phase retrieval): In the case that $\phi(x)=x^{2}$ and $\ell(u, v)=\frac{1}{2}(u-v)^{2}$, find $F_{1}$ and $F_{2}$.

## Example 12: The Saad-Solla neural network

Following [SS95], consider a setup in which for a 2-tensor $x \in \mathbb{R}^{m} \otimes \mathbb{R}^{p}$

$$
M_{p}(x, a):=g\left(\langle x, a\rangle_{m}\right) \quad \text { where } \quad g(x)=\operatorname{erf}(x / \sqrt{2})
$$

and suppose one considers the student-teacher setup in which $a \stackrel{\text { law }}{=} N\left(0, \mathrm{Id}_{m}\right)$ and mean-squared error loss $\ell(u, v)=$ $\frac{1}{2}(u-v)^{2}$. The number of hidden units in the student and teacher layers are different and given by $p, q$ respectively. Hence the risk is given by

$$
\mathscr{P}(x)=\mathbb{E} \ell\left(M_{p}(x, a), M_{q}(\beta, a)\right) .
$$

This can be evaluated explicitly in terms of the correlation matrices

$$
Q=\langle x, x\rangle_{m}, \quad T=\langle\beta, \beta\rangle_{m}, \quad R=\langle x, \beta\rangle_{m} .
$$

These correlation matrices. For a 2 -tensor $A \in \mathcal{V}^{\otimes 2}$, setting $\mathfrak{D}(A)$ to be the vector $\left(1 / \sqrt{1+A_{i i}}: 1 \leq i \leq \operatorname{dim}(\mathcal{V})\right)$,

$$
\begin{aligned}
\mathscr{P}(x)=\frac{1}{\pi} & (\operatorname{Tr} \arcsin (Q \otimes(\mathfrak{D}(Q) \otimes \mathfrak{D}(Q))) \\
& +\operatorname{Tr} \arcsin (T \otimes(\mathfrak{D}(T) \otimes \mathfrak{D}(T))) \\
& -2 \operatorname{Tr} \arcsin (R \otimes(\mathfrak{D}(Q) \otimes \mathfrak{D}(T)))),
\end{aligned}
$$

with the arcsin applied entrywise. Moreover, the triple ( $\mathscr{P}, Q, T, R$ ) form a hidden risk manifold. See [SS95] for a qualitative discussion of the resulting ODEs.

## 4 High dimensional analysis of streaming SGD on the correlated least squares problem

This is adapted from the article [CP23b]. Portions adapted from [Paq+22b], [Paq+22a], and [Paq+21].

A unifying theme of the examples in the previous section were that (1) the data were isotropic Gaussian $N\left(0, \mathrm{Id}_{m}\right)$ and (2) the risks could be described by a family of order parameters related to correlations $\mathbb{E}\langle a, x\rangle_{m} \otimes\langle a, x\rangle_{m}$ (and when relevant $\mathbb{E}\langle a, x\rangle_{m} \otimes\langle a, \beta\rangle_{m}$ ). The reliance on isotropic Gaussian data calls into question to what extent this theory could ever apply to more involved setups. So we may wish to generalize it, which brings us to point (2): if we look at the case of correlated data, are there still hidden variables which describe the evolution of risk?

## Example 13: Nonisotropic linear regression requires unboundedly

## many statistics

We now suppose the data distribution $\mathcal{D}$ is such that $(a, b) \sim$ $\mathcal{D}$ means

$$
a \stackrel{\text { law }}{=} N(0, K), \quad \epsilon \stackrel{\text { law }}{=} N\left(0, \eta^{2} \mathrm{Id}\right), \quad b=\langle a, \beta\rangle+\epsilon,
$$

where $\beta=\beta$ will be a vector in $\mathbb{R}^{d}$ of norm 1 . The loss is $\ell(x, u, v)=\frac{1}{2}(u-v)^{2}$ and the risk $\mathscr{P}$ is given by

$$
\mathscr{P}(x)=\frac{1}{2}\left(\eta^{2}+\left\langle K,(\beta-x)^{\otimes 2}\right\rangle\right) .
$$

The risk now satisfies a 1 -step update given by

$$
\begin{aligned}
& \mathbb{E}\left[\mathscr{P}\left(x_{k+1}\right)-\mathscr{P}\left(x_{k}\right) \mid \mathscr{F}_{k}\right] \\
& =\frac{\gamma_{k}^{2}}{2} \operatorname{Tr}\left(2 \mathscr{P}\left(x_{k}\right) K+2\left(K\left(x_{k}-\beta\right) \otimes L\left(x_{k}-\beta\right)\right)\right) \\
& \left.-\gamma_{k}\left\langle K^{2},\left(x_{k}-\beta\right)^{\otimes 2}\right\rangle\right)
\end{aligned}
$$

Now, unfortunately, the gradient descent term (meaning that which is linear in $\gamma_{k}$ is no longer just the risk $\mathscr{P}$, owing to the presence of the $K^{2}$. One may attempt to add $\left.u_{2}(x):=\left\langle K^{2},\left(x_{k}-\beta\right)^{\otimes 2}\right\rangle\right)$, but when considering its evolution under SGD, this just leads to a gradient descent term $\left\langle K^{3},\left(x_{k}-\beta\right)^{\otimes 2}\right\rangle$. So there is not a finite family of statistics that can be used to autonomously describe the evolution.

So we need another framework for describing the highdimensional limit dynamics, beyond what has already been presented. We shall put the following assumptions on the data. (See Section 1.5).

Assumption 1 (Data assumptions): A sample $(a, b)$ from the distribution $\mathcal{D}$ satisfies the following:

1. That data $a$ is centered and has covariance matrix
$K:=\mathbb{E} a \otimes a$ which has operator-norm bounded independent of $d$.
2. The data satisfies a Hanson-Wright type inequality: for all $t \geq 0$ and for any deterministic matrix $B$

$$
\operatorname{Pr}\left(\left|a^{T} B a-\mathbb{E} a^{T} B a\right| \geq t\right) \leq 2 \exp \left(-\min \left\{\frac{t^{2} d^{-4 \varepsilon}}{\|B\|^{2}}, \frac{t d^{-2 \varepsilon}}{\|B\|_{\sigma}}\right\}\right)
$$

3. Conditionally on $a$, the distribution of $b$ is given by $\langle a, \beta\rangle+\eta w$ where $w$ is mean 0 , variance 1 and is subgaussian with $\|w\|_{\psi_{2}} \leq d^{\varepsilon}$.
4. The ground truth $\beta$ is assumed to have norm at most $d^{\varepsilon}$.

Throughout this section we shall only discuss streaming SGD for the least squares problem with constant step-size $\gamma_{k} \equiv \gamma / d$. Hence the the iterates are given, in terms of a stream of data $\left(a_{j}, b_{j}\right)_{1}^{\infty}$, by

$$
\begin{equation*}
x_{k}-\beta=\left(\operatorname{Id}_{d}-\frac{\gamma}{d} a_{k} a_{k}^{T}\right)\left(x_{k-1}-\beta\right)+\frac{\gamma}{\sqrt{d}} \eta w_{k} \tag{31}
\end{equation*}
$$

where $\left(w_{j}\right)_{1}^{\infty}$ are the standardized noises in the targets.

Homogenized SGD for streaming linear regression. To accomplish this task, we introduce an idealized process which captures the largedimensional behvior. Homogenized SGD is defined to be a continuous time process with initial condition $\mathbf{X}_{0}=x_{0}$ that solves the stochastic differential equation

$$
\begin{equation*}
\mathrm{d} \mathbf{X}_{t}=-\gamma \nabla \mathscr{P}\left(\mathbf{X}_{t}\right) \mathrm{d} t+\gamma \sqrt{\frac{2}{d} \mathscr{P}\left(\mathbf{X}_{t}\right) K} \mathrm{~d} B_{t} \tag{32}
\end{equation*}
$$

where $B_{t}$ is standard Brownian motion in dimension $d$, where we rcall $\mathscr{P}$ is the population risk:

$$
\begin{equation*}
\mathscr{P}(x):=\frac{1}{2} \mathbb{E}_{(a, b)}(\langle a, x\rangle-b)^{2}, \quad(a, b) \sim \mathcal{D} \tag{33}
\end{equation*}
$$

We will formulate a comparison theorem between $\mathbf{X}_{t}$ and $x_{k}$. To do so, we use the following probabilistic notion:

Definition 28 (Overwhelming probability): We use the probabilistic modifier with overwhelming probability to mean a statement
holds except on an event of probability at most $e^{-\omega(\log d)}$ where $\omega(\log d)$ tends to $\infty$ faster than $\log d$ as $d \rightarrow \infty$.

To quantify the growth of functions, we use the following:

Definition 29 (C2 norm): Define $\|\cdot\|_{C^{2}}$ on functions $q: \mathbb{R}^{d} \rightarrow \mathbb{C}$

$$
\|q\|_{C^{2}}:=\sup _{x}\left\|\nabla^{2} q(x)\right\|_{\sigma}+\|\nabla q(0)\|+|q(0)|
$$

with the norms on the right hand side being given by the operator and Euclidean norm respectively.

Our main theorem is given by the following:

## Theorem 13: Streaming SGD limit

Suppose the data satisfies Assumption 1. For any quadratic $q: \mathbb{R}^{d} \rightarrow \mathbb{R}$, and for any deterministic initialization $x_{0}$ with $\left\|x_{0}\right\| \leq 1$, there is a constant $C\left(\|K\|_{\sigma}\right)$ so that the processes $\left\{x_{k}\right\}_{k=0}^{n}$ and $\left\{\mathbf{X}_{t}\right\}_{t=0}^{n / d}$ satisfy for any $n$ satisfying $n \leq d \log d / C\left(\|K\|_{\sigma}\right)$

$$
\begin{equation*}
\sup _{0 \leq k \leq n}\left|q\left(x_{k}\right)-q\left(\mathbf{X}_{k / d}\right)\right|<\|q\|_{C^{2}} \cdot e^{C\left(\|K\|_{\sigma}\right) \frac{n}{d}} \cdot d^{-\frac{1}{2}+9 \varepsilon} \tag{34}
\end{equation*}
$$

with overwhelming probability.

The processes $x_{k}$ and $\mathbf{X}_{t}$ are independent, and hence this is also a statement about concentration. In particular, the statement is also true if we replace $q\left(\mathbf{X}_{k / d}\right)$ by $\mathbb{E} q\left(\mathbf{X}_{k / d}\right)$.

### 4.1 Explicit risk curves

Unlike results from the previous section, this is not quite a complete solution to describing the limiting risk curves in the highdimensional limit. Indeed, this process still exists in a $d$-dimensional space and not in a space of dimension independent of $d$. So to find the risk curves, we still have an argument to do.

The main idea we use here is to consider the complex curve, with $R(z ; K)$ given by the resolvent (see Section 1.2 for a discussion of resolvent properties that we use)

$$
\begin{equation*}
Q_{t}(z):=\frac{1}{2}\left\langle R(z ; K),\left(\mathbf{X}_{t}-\beta\right) \otimes\left(\mathbf{X}_{t}-\beta\right)\right\rangle \quad z \in \mathbb{C} \tag{35}
\end{equation*}
$$

It will suffice to consider $Q_{t}(z)$ on a curve $\Gamma \subset \mathbb{C}$ that encloses the spectrum of $K$. As we have supposed that $K$ has an operator norm independent of $d$, we can suppose that this curve is independent of $d$ and encloses a 1-neighborhood of all eigenvalues of $K$.

Now from Cauchy's integral formula (see the spectral mapping theorem), we have

$$
\begin{equation*}
\mathscr{P}\left(\mathbf{X}_{t}\right):=\frac{1}{2}\left\langle K,\left(\mathbf{X}_{t}-\beta\right) \otimes\left(\mathbf{X}_{t}-\beta\right)\right\rangle=\frac{-1}{2 \pi i} \oint_{\Gamma} z Q_{t}(z) \mathrm{d} z . \tag{36}
\end{equation*}
$$

Hence, the risk can be extracted from $Q_{t}(z)$. Now on the other hand, applying Itô's formula

$$
\begin{align*}
\mathrm{d} Q_{t}(z) & =-\gamma\left\langle K R(z ; K),\left(\mathbf{X}_{t}-\beta\right) \otimes\left(\mathbf{X}_{t}-\beta\right)\right\rangle \mathrm{d} t \\
& +\gamma\left\langle R(z ; K),\left(\mathbf{X}_{t}-\beta\right) \otimes \sqrt{\frac{2 K \mathscr{P}\left(\mathbf{X}_{t}\right)}{d}} d B_{t}\right\rangle \\
& +\frac{\gamma^{2} \mathscr{P}\left(\mathbf{X}_{t}\right)}{d}\left\langle R(z ; K), \sqrt{K} d B_{t} \otimes \sqrt{K} d B_{t}\right\rangle .  \tag{37}\\
& =-\gamma\left\langle z R(z ; K)+\operatorname{Id}_{d},\left(\mathbf{X}_{t}-\beta\right) \otimes\left(\mathbf{X}_{t}-\beta\right)\right\rangle \mathrm{d} t+\mathrm{d} M_{t}(z) \\
& +\frac{\gamma^{2} \mathscr{P}\left(\mathbf{X}_{t}\right)}{d}\left\langle R(z ; K), K \operatorname{Id}_{d}\right\rangle \mathrm{d} t .
\end{align*}
$$

The process $d M_{t}(z)$ is the martingale term, i.e. all those terms linear in $d B_{t}$. In summary
$\mathrm{d} Q_{t}(z)=-2 \gamma z Q_{t}(z) \mathrm{d} t+\frac{\gamma^{2} \mathscr{P}\left(\mathbf{X}_{t}\right)}{d} \operatorname{Tr}(K R(z ; K)) \mathrm{d} t-\gamma\left\|\mathbf{X}_{t}-\beta\right\|^{2} \mathrm{~d} t+\mathrm{d} M_{t}(z)$.
Hence using an integrating factor, we have
$\mathrm{d}\left(e^{2 \gamma z t} Q_{t}(z)\right)=e^{2 \gamma z t} \frac{\gamma^{2} \mathscr{P}\left(\mathbf{X}_{t}\right)}{d} \operatorname{Tr}(K R(z ; K)) \mathrm{d} t-\gamma e^{2 \gamma z t}\left(\left\|\mathbf{X}_{t}-\beta\right\|^{2} \mathrm{~d} t+\mathrm{d} M_{t}(z)\right)$.
This can be solved explicitly to give

$$
Q_{t}(z)=Q_{0}(z) e^{-2 \gamma z t}+\int_{0}^{t} e^{-2 \gamma z(t-s)} \frac{\gamma^{2} \mathscr{P}\left(\mathbf{X}_{s}\right)}{d} \operatorname{Tr}(K R(z ; K)) \mathrm{d} s+\mathrm{E}_{t}(z)
$$

The term $\mathrm{E}_{t}(z)$ is an error term containing both terms which will vanish in subsequent steps and a martingale term which we must show vanishes (owing to the extra factor of $\sqrt{d}$ that it carries). From this, we can extract the risk $\mathscr{P}\left(\mathbf{X}_{t}\right)$ by integrating over $\Gamma$. Specifically using (36)

$$
\begin{equation*}
\mathscr{P}\left(\mathbf{X}_{t}\right)=\frac{-1}{2 \pi i} \oint_{\Gamma} z\left(Q_{0}(z) e^{-2 \gamma z t}+\int_{0}^{t} e^{-2 \gamma z(t-s)} \frac{\gamma^{2} \mathscr{P}\left(\mathbf{X}_{s}\right)}{d} \operatorname{Tr}(K R(z ; K)) \mathrm{d} s+\mathrm{E}_{t}(z)\right) \mathrm{d} z \tag{38}
\end{equation*}
$$

Each of these terms we integrate separately.
Gradient flow term. For the first term, $z Q_{0}(z) e^{-2 \gamma z t}$, we can identify it as a function of gradient flow.

Definition 30 (Gradient Flow): Gradient flow ( $\mathscr{X}_{t}: t \geq 0$ ) on the objective function $\mathscr{P}$ with initialization $X$ is the solution of the ODE

$$
\dot{\mathscr{X}}_{t}=-\nabla \mathscr{P}\left(\mathscr{X}_{t}\right)
$$

with initial state $\mathscr{X}_{0}=X$.

In the least-squares problem, this can be explicitly solved, which yields:

Lemma 7 (Least squares gradient flow): If $\mathscr{P}(x)=\frac{1}{2}\langle K,(x-$ $\left.\beta)^{\otimes 2}\right\rangle+\eta^{2} / 2$ and initial state of gradient flow of SGD is $X$, then

$$
\mathscr{X}_{t}-\beta=e^{-t K}(X-\beta) .
$$

Proof. From uniqueness of the gradient flow ODE, it suffices to simply verify that

$$
\dot{\mathscr{X}}_{t}=-K\left(\mathscr{X}_{t}-\beta\right)=\nabla \mathscr{P}\left(\mathscr{X}_{t}\right)
$$

and that at initialization $\mathscr{X}_{0}=X$.
From spectral mapping, we have

$$
\begin{aligned}
\frac{-1}{2 \pi i} \oint_{\Gamma} z Q_{0}(z) e^{-2 \gamma z t} \mathrm{~d} z & =\frac{1}{2}\left\langle\frac{-1}{2 \pi i} \oint_{\Gamma} z e^{-2 \gamma z t} R(z ; K) \mathrm{d} z,\left(\mathbf{X}_{0}-\beta\right)^{\otimes 2}\right\rangle \\
& =\frac{1}{2}\left\langle K e^{-2 \gamma K t},\left(\mathbf{X}_{0}-\beta\right)^{\otimes 2}\right\rangle \\
& =\frac{1}{2}\left\langle K,\left(\mathscr{X}_{\gamma t}-\beta\right)^{\otimes 2}\right\rangle
\end{aligned}
$$

Thus the first terms is precisely the risk of gradient flow run from the same initialization. The noise term (which is quadratic in $\gamma$ ) can again by spectral mapping can be identified, from which (38) can be expressed as

$$
\mathscr{P}\left(\mathbf{X}_{t}\right)=\mathscr{P}\left(\mathscr{X}_{\gamma t}\right)+\int_{0}^{t} \operatorname{Tr}\left(K^{2} e^{-2 \gamma K(t-s)}\right) \frac{\gamma^{2} \mathscr{P}\left(\mathbf{X}_{s}\right)}{d} \mathrm{~d} s-\frac{1}{2 \pi i} \oint_{\Gamma} z \mathrm{E}_{t}(z) \mathrm{d} z .
$$

Hence we introduce the Volterra model for the risk by
Definition 31 ((Finite-dimensional) Volterra risk model): Let $\mathscr{X}_{t}$ be the path of gradient flow started from initialization $\mathbf{X}_{0}$. Let $\mathcal{K}_{\gamma}$ be the function from $[0, \infty) \rightarrow[0, \infty)$ given by

$$
\mathcal{K}_{\gamma}(t):=\gamma^{2} \frac{\operatorname{Tr}\left(K^{2} e^{-2 \gamma K t}\right)}{d}
$$

Then the Volterra risk model is the solution of the convolutiontype Volterra equation

$$
\Psi(t):=\mathscr{P}\left(\mathscr{X}_{\gamma t}\right)+\int_{0}^{t} \mathcal{K}_{\gamma}(t-s) \Psi(s) \mathrm{d} s
$$

After establishing control on the error terms above, we will have shown the following

## Theorem 14: Homogenized SGD risk curve

For any $\varepsilon>0$, any $T>0$

$$
\sup _{0 \leq t \leq T}\left|\mathscr{P}\left(\mathbf{X}_{t}\right)-\Psi(t)\right|<C\left(T,\|K\|_{\sigma}\right) d^{-1 / 2+\varepsilon}
$$

with overwhelming probability.

This is a similar Gronwall inequality argument and uses concentration of Brownian martingales. See [Paq+22a, Theorem 1.1] for details.

### 4.2 Optimization implications of the Volterra risk model.

From here, we can already make some optimization conclusions. We first note that while the comparison between the true risk $\mathscr{P}\left(x_{t d}\right)$ and $\Psi(t)$ only holds in the limit as $d \rightarrow \infty$, the curve $\Psi(t)$ exists at each finite $d$.

The first observation is that $F(\gamma t):=\mathscr{P}\left(\mathscr{X}_{\gamma t}\right)$ is always decreasing, for all $\gamma$ and moreover decreases as $t \rightarrow \infty$. The limit risk is given by

Lemma 8 (Gradient flow risk): The risk under gradient flow converges $F(\infty)=\eta^{2} / 2$ and moreover converges like

$$
F(\gamma t) \leq F(\infty)+e^{-2 \gamma \lambda(K) t}(F(0)-F(\infty))
$$

where $\lambda(K)$ is the smallest positive eigenvalue of $K$. This is asymptotically correct in that

$$
(F(\gamma t)-F(\infty))^{1 / t} \rightarrow e^{-2 \gamma \lambda(K)}
$$

Proof. From Lemma 7, we have the explicit integral curve $\mathscr{X}_{t}-\beta=$ $e^{-t K}(X-\beta)$, with $X$ the initialization of gradient flow. It follows that

$$
F(\gamma t)=\frac{1}{2}\left\langle K e^{-2 K \gamma t},(X-\beta)^{\otimes 2}\right\rangle+\frac{\eta^{2}}{2}
$$

On taking $t \rightarrow \infty$ this inner product converges to 0 . The rate of convergence can be quantified in terms of the smallest positive eigenvalue of $K$, which is given by

$$
(F(t)-F(\infty))^{1 / t} \rightarrow e^{-2 \lambda(K)}
$$

We also have the non-asympototic guarantee

$$
(F(t)-F(\infty)) \leq e^{-2 \lambda(K) t}(F(0)-F(\infty))
$$

Since the function $F$ always is bounded, the boundedness of the solution of the Volterra model can be stated entirely in terms of the kernel $K$. One also can deduce rates of convergence, which we give in terms of the Malthusian exponent.

Definition 32 (Malthusian exponent): For a convolution Volterra equation, the Malthusian exponent $\lambda^{*}$ is given by

$$
\lambda^{*}\left(\mathcal{K}_{\gamma}\right)=\inf \left\{\lambda>0: \int_{0}^{\infty} e^{2 \gamma \lambda t} \mathcal{K}_{\gamma}(t) \mathrm{d} t=1\right\}
$$

if it exists.

Exercise 11 (Malthusian exponent exists at finite $d$ ): In finite dimensions (i.e. with $\mathcal{K}_{\gamma}(t)$ given as in the Volterra model with finite dimensional $K$ ), the Malthusian exponent always exists and is always less than the smallest eigenvalue of $\lambda(K)$.

## Theorem 15: Volterra model optimization properties

The Volterra risk model $\Psi$ satisfies the following.

1. The risk $\Psi$ remains bounded if and only if $\gamma \leq \frac{2 \operatorname{Tr} K}{d}$, and the limiting risk $\Psi(\infty)=F(\infty)\left(1-\frac{\gamma d}{2 \operatorname{Tr} K}\right)^{-1}$.
2. If for $\gamma<\frac{2 \operatorname{Tr} K}{d}$, then $\Psi(t)^{1 / t} \rightarrow e^{-2 \gamma \lambda^{*}}$.

While the Malthusian exponent is always larger than $\lambda(K)$, this leaves open whether or not $\lambda^{*}(K)$ is vanishingly close to $\lambda(K)$. To answer this, it is simplest to pass to an infinite dimensional setting.

### 4.3 Infinite dimensional Volterra equation

The Volterra model in Definition 31 still depends on the dimensionality of the underlying problem; it also can be derived without further modelling considerations of the covariances structure $d$ or initialization. It can also be advantageous to derive a true dimensionindependent limit, which for example clarifies those $\gamma$ at which the Malthusian exponent plays a dimension-independent role. To derive a dimension-independent limit, it is enough to suppose that the empirical measure of eigenvalues of $K$ converges to a limit.

Definition 33 (Empirical spectral measure): The empirical spectral measure $\mu$ of $K$ is the $d$-point atomic measure

$$
\mu_{K}(d x)=\frac{1}{d} \sum_{j=1}^{d} \delta_{\lambda_{j}(K)}(d x)
$$

where $\left\{\lambda_{j}\right\}$ are the eigenvalues of $K$.

If the empirical spectral measure $\mu_{K}$ converges weakly to some compactly supported limit measure $\mu$, and the driving curve $F(t ; d) \rightarrow F(t ; \infty)$ uniformly on compact sets of $t$, then uniformly on compact sets of time

$$
\Psi(t ; d) \rightarrow \Psi(t ; \infty),
$$

where the infinite-dimensional Volterra model satisfies the following.
Definition 34 (Infinite Dimensional Volterra Model): The finite dimensional Volterra model with gradient flow risk curve $F$ and spectral measure $\mu$ is the solution of

$$
\Psi(t)=F(\gamma t)+\int_{0}^{t} \mathcal{K}_{\gamma}(t-s) \Psi(s) \mathrm{d} s,
$$

where

$$
\mathcal{K}_{\gamma}(t)=\gamma^{2} \int_{0}^{\infty} x^{2} e^{-2 \gamma x t} \mu(d x) .
$$

This generalizes the finite-dimensional model by taking $\mu$ to be the empirical spectral measure of $K$ and $F$ given by $\mathscr{P}\left(\mathscr{X}_{t}\right)$.

The convergence analysis Theorem 15 remains true, with $2 \operatorname{Tr} K / d=2 \int_{0}^{\infty} x \mu(d x)$. In the infinite-dimensional case, the Malthusian exponent of the convolution-Volterra equation may cease to exist. If $\lambda(\mu)$ is the left-edge of the support of $\mu$, then $\lambda^{*}$ does not exist for $\gamma$ such that

$$
\frac{\gamma}{2} \int_{\lambda(\mu)}^{\infty} \frac{x^{2}}{x-\lambda(\mu)} \mu(x)=\int_{0}^{\infty} e^{2 t \gamma \lambda(\mu)} K_{\gamma}(t) \mathrm{d} t<1 .
$$

This leads to the following infinite-dimensional version of Theorem 15.

## Theorem 16: Volterra limit

For a limiting spectral measure $\mu$, the infinite dimensional Volterra risk model $\Psi$ satisfies:

1. The risk $\Psi$ remains bounded if and only if $\gamma \leq 2 \int_{0}^{\infty} x \mu(d x)$, and the limiting risk $\Psi(\infty)$ is given by $F(\infty)\left(1-\frac{\gamma}{2 \int_{0}^{\infty} x \mu(d x)}\right)^{-1}$.
2. If for $\gamma<2 \int_{0}^{\infty} x \mu(d x)$, the Malthusian exponent exists then $(\Psi(t)-\Psi(\infty))^{1 / t} \rightarrow e^{-2 \gamma \lambda^{*}}$.
3. If for $\gamma<2 \int_{0}^{\infty} x \mu(d x)$, the Malthusian exponent does not exist, the convergence rate (at exponential scale) is the
```
same as F(t).
```

Remark 12 (Precise rates): Under the further assumption that $\mu([\lambda(K), \lambda(K)+t]) t^{-\alpha} \rightarrow c>0$ as $t \rightarrow 0$ it is possible to give more precise statements for the behavior of the rates (such as $\Phi(t) e^{\rho t} t^{\beta} \rightarrow c$ as $\left.t \rightarrow \infty\right)$. Under the assumption $x_{0}$ is isotropic subgaussian, it is possible to give more precise particular asymptotic equivalences (i.e. without the $1 / t$ exponent).


Figure 4: Phase transition of the convergence rate ( y -axis) as a function of the stepsize (x-axis, $\gamma$ ) for the isotropic features model at infinite dimensions. Thus $\mu$ is MarchenkoPastur (depending on aspect ratio $r$ ) and gradient flow is given by an isotropic starting vector. Smaller stepsizes (dotted) yield convergence rates which depend linearly on $\gamma$ with a slope that is always frozen on $\lambda(\mu)$ - this coincides with the convergence rate of the underlying gradient flow. The convergence rate changes behavior once it hits the critical stepsize (solid gray, $\gamma_{*}$ ), becoming a non-linear function of $\gamma$ (a discontinuity occurs in the second derivative of the convergence rate with respect to $\gamma$ ). The critical stepsize appears to be a good predictor for the optimal stepsize. In addition, the more overparameterized the data matrix $(r \rightarrow 0)$ is, the smaller the window of convergent stepsizes and as its Hessian becomes illconditioned ( $r \rightarrow 1$ ), the linear rate degenerates and the high temperature phase disappears.

### 4.4 Proof sketch of the homogenized SGD comparison

We give a reduced version of the proof of Theorem 13. In effect we show that $q\left(x_{k}\right)$ nearly satisfies the conclusion of Itô's lemma. Further, we show the martingale terms in both of the Doob decompositions are small, and hence it suffices to show the predictable parts of $q\left(x_{k}\right)$ and $q\left(\mathbf{X}_{t}\right)$ are close.

To advance the discussion, we compute this Doob decomposition. To take advantage of the simpler structure afforded by removing $\beta$, introduce

$$
\begin{equation*}
v_{k}:=x_{k}-\beta \quad \text { and } \quad V_{t}:=\mathbf{X}_{t}-\beta \tag{39}
\end{equation*}
$$

We shall extend the first integer indexed function to real-valued indices by setting $v_{t}=v_{\lfloor t\rfloor}$. We also let $\left(\mathscr{F}_{t}: t \geq 0\right)$ be the filtration generated by $\left(v_{t}: t \geq 0\right)$ and $\left(V_{t / d}: t \geq 0\right)$. Hence for all $k \in \mathbb{N}, v_{k}$ is measurable with respect to $\mathscr{F}_{k}$. Recalling the recurrence (31), for a quadratic $q$

$$
\begin{align*}
q\left(v_{k}\right)-q\left(v_{k-1}\right) & =-\gamma\left(\nabla q\left(v_{k-1}\right)\right)^{T}\left(\Delta_{k}\right)+\frac{\gamma^{2}}{2}\left(\Delta_{k}\right)^{T}\left(\nabla^{2} q\right)\left(\Delta_{k}\right) \\
\text { where } m_{k} & =a_{k} / \sqrt{d}  \tag{40}\\
\Delta_{k} & =m_{k}\left(m_{k}^{T} v_{k-1}-\eta w_{k}\right)
\end{align*}
$$

The equation above can each be decomposed as a predictable part and two martingale increments

$$
\begin{align*}
q\left(v_{k}\right)-q\left(v_{k-1}\right)= & -\gamma\left(\nabla q\left(v_{k-1}\right)\right)^{T}\left(\frac{1}{d} K v_{k-1}\right)+\Delta \mathcal{M}_{k}^{\operatorname{lin}} \\
& +\frac{\gamma^{2}}{2} \operatorname{Tr}\left(\frac{1}{d} K\left(\nabla^{2} q\right)\right)\left(\frac{1}{d} v_{k-1}^{T} K v_{k-1}+\mathbb{E}\left[\eta_{k}^{2}\right]\right) \\
& +\Delta \mathcal{E}_{k}^{\text {quad }}+\Delta \mathcal{M}_{k}^{\text {quad }}, \tag{41}
\end{align*}
$$

where $\quad \Delta \mathcal{M}_{k}^{\text {quad }}:=\Delta_{k}^{T} \nabla^{2} q \Delta_{k}-\mathbb{E}\left[\Delta_{k}^{T} \nabla^{2} q \Delta_{k} \mid \mathcal{F}_{k-1}\right]$.
The remainder of the martingale increments are given by $\Delta \mathcal{M}_{k}^{\operatorname{lin}}$ and are all linear in $\Delta_{k}$. The predictable parts have been further decomposed into the leading order terms and an error term $\Delta \mathcal{E}_{k}^{\text {quad }}$.

These predictable parts, in turn, depend on different statistics $q_{1}\left(v_{k-1}\right)$. It turns out to approximately describe the risk, we can work on a manifold indexed by a curve in $\mathbb{C}^{2}$ which approximately closes.
Specifically, we let

$$
\begin{align*}
& \mathcal{Q}_{n}(q):=\mathcal{Q}_{n}(q, K)= \\
& \left\{q(x), \quad(\nabla q(x))^{T} R(z ; K) x, \quad x^{T} R(y ; K)\left(\nabla^{2} q\right) R(z ; K) x,\right. \\
& \left.\quad(\nabla q(x))^{T} R(z ; K) \beta, \quad x^{T} R(y ; K)\left(\nabla^{2} q\right) R(z ; K) \beta, \quad \forall z, y \in \Gamma\right\} . \tag{42}
\end{align*}
$$

In order to control the martingales, it is convenient to impose a
stopping time

$$
\begin{equation*}
\tau:=\inf \left\{k:\left\|v_{k}\right\|>d^{\varepsilon}\right\} \cup\left\{t d:\left\|V_{t}\right\|>d^{\varepsilon}\right\} \tag{43}
\end{equation*}
$$

and we introduce the corresponding stopped processes

$$
\begin{equation*}
v_{k}^{\tau}=v_{k \wedge \tau}, \quad V_{t}^{\tau}=V_{t \wedge(\tau / d)} . \tag{44}
\end{equation*}
$$

We prove a version of our theorem for the stopped processes and then show that the stopping time is greater than $n$ with overwhelming probability.

Our key tool for comparing $v_{t d}$ and $V_{t}$ is the following lemma.

## Lemma 9 (Comparison of SGD to HSGD): Given a quadratic $q$

 with $\|q\|_{C^{2}} \leq 1$, with $\mathcal{Q}=\mathcal{Q}_{n}(q) \cup \mathcal{Q}_{n}(\mathscr{P}) \cup \mathcal{Q}_{n}\left(\|\cdot\|^{2}\right)$ as above,$$
\begin{align*}
& \max _{0 \leq t \leq \frac{n}{d}}\left|q\left(v_{t d}^{\tau}\right)-q\left(V_{t}^{\tau}\right)\right| \leq \\
& \sup _{0 \leq t \leq n / d}\left(\left|\mathcal{M}_{\lfloor t d\rfloor}^{\operatorname{lin}, \tau}\right|+\left|\mathcal{M}_{\lfloor t d\rfloor}^{\text {quad }, \tau}\right|+\left|\mathcal{E}_{\lfloor t d\rfloor}^{\text {quad }, \tau}\right|+\left|\mathcal{M}_{t}^{H S G D, \tau}\right|\right)  \tag{45}\\
& +C\left(\|K\|_{\sigma}\right) \cdot \sup _{g \in \mathcal{Q}} \int_{0}^{n / d}\left|g\left(v_{s d}^{\tau}\right)-g\left(V_{s}^{\tau}\right)\right| d s .
\end{align*}
$$

Here $\mathcal{M}_{t}^{H S G D, \tau}$ is the martingale part in the semimartingale decomposition of $q\left(V_{t}^{\tau}\right)$.

Proof. Owing to the similarities of this claim with the proof in [Paq+22a, Proposition 4.1], we just illustrate the main idea. The idea is that if we take a $g \in \mathcal{Q}$, and we apply (41), then in the predictable part of $g\left(v_{t}\right)$ we have
$I_{1}:=\int_{0}^{t} \nabla g\left(v_{s d}\right)^{T} K v_{s d} \mathrm{~d} s, \quad I_{2}:=\int_{0}^{t} \nabla g\left(v_{s d}\right)^{T} \beta \mathrm{~d} s, \quad I_{3}:=\int_{0}^{t} v_{s d}^{T} K v_{s d} \mathrm{~d} s$.
These also appear with coefficients that can be bounded solely using $\|g\|_{C^{2}}$ and $\|K\|_{\sigma}$. We get the same, applying Itô's lemma to $g\left(V_{t}\right)$, albeit with the replacement $v_{t} \rightarrow V_{t}$. We wish to bound for example $I_{1}\left(v_{t}\right)-I_{1}\left(V_{t}\right)$. We do this by expressing its integrand as $p\left(v_{t}\right)-$ $p\left(V_{t}\right)$ for polynomial $p$. If $g$ is linear (the final row of (42)), then $p$ is again linear. For example, if it is $g(x)=\nabla q(x)^{T} R(z ; K) \beta$, then $p$ is again linear and is given by

$$
p(x)=x^{T} K R(z ; K) \beta=+x^{T} R(z ; K) \beta-z x^{T} \beta,
$$

where we have used the resolvent identity $(K-z) R(z ; K)=I$. Note the function $x^{T} R(z ; K) \beta$ is contained in $\mathcal{Q}$ by virtue of being in $\mathcal{Q}_{n}(\|$.
$\|^{2}$ ). Moreover, by Cauchy's integral formula, we can represent $x^{T} \beta$ by averaging $\frac{-1}{2 \pi i} x^{T} R(y ; K) \beta$ over $y \in \Gamma$. Hence

$$
\left|p\left(v_{t d}\right)-p\left(V_{t}\right)\right| \leq\|\Gamma\| \max _{g \in \mathcal{Q}}\left|g\left(v_{t d}\right)-g\left(V_{t}\right)\right|
$$

with $\|\Gamma\|$ the length of the curve (which can be bounded in terms of $\|K\|_{\sigma}$ ). The same manipulations lead finally to showing every term included in $\mathcal{Q}$ can be controlled in a similar manner, using the other elements of the class $\mathcal{Q}$.

The second important idea is to discretize the set $\mathcal{Q}$.
Lemma 10 (Discretize the spectral curve): There exists $\bar{Q} \subseteq \mathcal{Q}$ with $|\bar{Q}| \leq C\left(\|K\|_{\sigma}\right) d^{4 m}$ such that, for every $q \in \mathcal{Q}$, there is some $\bar{q} \in \bar{Q}$ satisfying $\|q-\bar{q}\|_{C^{2}} \leq d^{-2 m}$.

Proof. On the spectral curve $\Gamma$, we can bound the norm of the resolvent. Since

$$
\frac{\mathrm{d}}{\mathrm{~d} z} R(z ; K)=(K-z I)^{-2}
$$

we have it is norm bounded by an absolute constant. The arc length of the curve is at most $C\left(\|K\|_{\sigma}\right)$, and so by choosing a minimal net $d^{-2 \varepsilon}$ of the manifold $\Gamma \times \Gamma$, the lemma follows.

Now the main technical part of the argument is to control the martingales and errors. As we work with the stopped process $v_{k}^{\tau}$ we introduce the stopped proccesses $\mathcal{M}_{k}^{\text {lin }, \tau}, \mathcal{M}_{k}^{\text {quad, } \tau}, \mathcal{E}_{k}^{\text {quad, } \tau}$, which are defined analogously to (44).

Lemma 11 (Martingale bounds): For any quadratic $q$ with $\|q\|_{C^{2}} \leq 1$, the terms $\mathcal{M}_{k}^{\operatorname{lin}, \tau}, \mathcal{M}_{k}^{\text {quad, } \tau}, \mathcal{E}_{k}^{\text {quad, } \tau}$ satisfy the following bounds with overwhelming probability (with a bound which is uniform in $q$ ) for $n \leq d \log d$
$\mathrm{i} \sup _{1 \leq k \leq n}\left|\mathcal{M}_{k}^{\operatorname{lin}, \tau}\right| \leq d^{-\frac{1}{2}+5 \varepsilon}$,
ii $\sup _{1 \leq k \leq n}\left|\mathcal{M}_{k}^{\text {quad, } \tau}\right| \leq d^{-\frac{1}{2}+9 \varepsilon}$,
iii $\sup _{1 \leq k \leq n}\left|\mathcal{E}_{k}^{\text {quad }, \tau}\right| \leq d^{-1+9 \varepsilon}$.

Combining Lemmas 9 and 10, along with the above, we conclude that, for any $\bar{q} \in \bar{Q}$ with $\|q\|_{C^{2}}=1$,

$$
\begin{equation*}
\left|\bar{q}\left(v_{t d}^{\tau}\right)-\bar{q}\left(V_{t}^{\tau}\right)\right| \leq 4 d^{-\frac{1}{2}+9 \varepsilon}+C\left(\|K\|_{\sigma}\right) \max _{g \in Q} \int_{0}^{t}\left|g\left(v_{s d}^{\tau}\right)-g\left(V_{s}^{\tau}\right)\right| d s . \tag{46}
\end{equation*}
$$

Hence by Lemma 10 and by bounding $\|g\|_{C^{2}}$ over all $Q$,
$\max _{g \in Q}\left|q\left(v_{t d}^{\tau}\right)-q\left(V_{t}^{\tau}\right)\right| \leq C\left(\|K\|_{\sigma}\right)\left(d^{-2}+d^{-\frac{1}{2}+9 \varepsilon}+\int_{0}^{t} \max _{g \in Q}\left|g\left(v_{s d}^{\tau}\right)-g\left(V_{s}^{\tau}\right)\right| d s\right)$.
(47)

By Gronwall's inequality, this gives us that with overwhelming probability

$$
\begin{equation*}
\max _{g \in Q} \max _{0 \leq t \leq n / d}\left|g\left(v_{t d}^{\tau}\right)-g\left(V_{t}^{\tau}\right)\right| \leq C\left(\|K\|_{\sigma}\right)\left(d^{-2}+4 d^{-\frac{1}{2}+9 \varepsilon}\right) e^{C\left(\|K\|_{\sigma}\right) n / d} \tag{48}
\end{equation*}
$$

Now we note that the norm function $x \mapsto\|x\|^{2}$ is one of the quadratics included in $Q$. Hence if we let $\mathcal{G}$ be the event in the above display, and we let $\mathcal{E}=\left\{\max _{0 \leq s \leq n / d}\left\|V_{s}\right\| \leq d^{\varepsilon / 2}\right\}$, then we have

$$
\mathcal{G} \cap \mathcal{E} \cap\{\tau \leq n / d\} \subseteq\left\{\left\|v_{\tau}\right\|-\left\|v_{\tau-1}\right\| \geq d^{\varepsilon / 2}\right\} \cap\{\tau \leq n / d\}
$$

This is because on the event $\{\tau \leq n / d\} \cap \mathcal{E}$ we must have had $\left\|v_{\tau}\right\|>d^{\varepsilon}$, but in the step before $\tau$, we had $v_{\tau-1}$ could be compared to $V_{\tau-1}$ (due to $\mathcal{G}$, and we had the norm of $V_{\tau-1}$ was small. Now it is easily seen that with overwhelming probability, no increment of SGD between time 0 and $n / d$ can increase the norm by a power of $d$. So to complete the proof it suffices to show $\mathcal{E}$ holds with overwhelming probability.

Thus the proof is completed by the following:
Lemma 12 (Non-explosiveness of HSGD): For any $\delta>0$ and any
$t>0$ with overwhelming probability

$$
\max _{0 \leq s \leq t}\left\|\mathbf{X}_{s}\right\|^{2} \leq e^{\mathcal{C}\left(\|K\|_{\sigma}\right) t} d^{\delta}
$$

Proof. We apply Itô's formula to $\phi\left(\mathbf{X}_{t}\right):=\log \left(1+\left\|\mathbf{X}_{t}\right\|^{2}\right)$, from which we have

$$
\begin{aligned}
\mathrm{d} \phi\left(\mathbf{X}_{t}\right) & =-2 \gamma \frac{\mathbf{X}_{t} \cdot \nabla \mathscr{R}\left(\mathbf{X}_{t}\right)}{1+\| \|_{t} \|^{2}} \mathrm{~d} t+\frac{\mathbf{X}_{t} \cdot \gamma \sqrt{\frac{2}{d} \mathscr{P}\left(\mathbf{X}_{t}\right) K} \mathrm{~d} B_{t}}{1+\left\|\mathbf{X}_{t}\right\|^{2}} \\
& +\left(\frac{\mathscr{P}\left(\mathbf{X}_{t}\right)}{1+\left\|\mathbf{X}_{t}\right\|^{2}} \frac{2 \gamma^{2}}{d} \operatorname{Tr}(K)-\frac{2 \gamma^{2} \mathscr{P}\left(\mathbf{X}_{t}\right) \mathbf{X}_{t}^{T} K \mathbf{X}_{t}}{d}\right) \mathrm{d} t
\end{aligned}
$$

The drift terms and the quadratic variation terms can be bounded by some $C\left(\|K\|_{\sigma}\right)$. Hence with this constant, for all $r \geq 0$,

$$
\operatorname{Pr}\left(\max _{0 \leq s \leq t} \phi\left(\mathbf{X}_{s}\right) \geq C\left(\|K\|_{\sigma}\right)(t+r \sqrt{t})\right) \leq 2 \exp \left(-r^{2} / 2\right) .
$$

Taking $r=\sqrt{\log d \log \log d}$, we conclude that with overwhelming probability

$$
\max _{0 \leq s \leq t} \phi\left(\mathbf{X}_{s}\right) \leq C\left(\|K\|_{\sigma}\right)(t+\sqrt{t \log d \log \log d}) .
$$

### 4.5 Controlling the errors

The main goal of this section is to control the martingale terms and error terms; in particular we prove Lemma 11. We will also record for future use an estimate on $\nabla q$ that follows from $\|\cdot\|_{C^{2}}$ control.

$$
\begin{equation*}
\|\nabla q(x)\| \leq\left\|\nabla^{2} q\right\|_{\sigma} \cdot\|x\|+\|\nabla q(0)\| \leq\|q\|_{C^{2}} \cdot(\|x\|+1) \tag{49}
\end{equation*}
$$

Martingale for gradient part of recurrence.
Proof. Comparing (40) and (41), we see that for $k \leq \tau$

$$
\begin{align*}
\Delta \mathcal{M}_{k}^{\operatorname{lin}, \tau} & =\left[\left(w_{k-1}^{T} m_{k}\right)\left(m_{k}^{T} v_{k-1}^{\tau}-\eta_{k}\right)-\frac{1}{d} w_{k-1}^{T} K v_{k-1}^{\tau}\right] \\
& =:\left[\Delta \mathcal{M}_{k}^{\operatorname{lin} 1, \tau}-\Delta \mathcal{M}_{k}^{\operatorname{lin} 2, \tau}\right] \tag{50}
\end{align*}
$$

where $\quad w_{k-1}:=-\gamma \nabla q\left(v_{k-1}^{\tau}\right)+\frac{\gamma^{2} \mathrm{~d}}{d}\left(v_{k-1}^{\tau}+\beta\right)$.
Note for $k>\tau$, the stopped martingale increment is 0 . Using (49), $\left\|w_{k-1}\right\| \leq C(\gamma, \mathrm{~d}) d^{\varepsilon}$. We will separately bound the contributions from $\Delta \mathcal{M}_{k}^{\operatorname{lin} 1, \tau}$ and $\Delta \mathcal{M}_{k}^{\operatorname{lin} 2, \tau}$ in terms of their Orlicz norms. For the first part, for any fixed $k$, we condition on $\mathcal{F}_{k-1}$ and Assumption 1, we conclude

$$
\begin{equation*}
\left\|\Delta \mathcal{M}_{k}^{\operatorname{lin} 1, \tau}\right\|_{\psi_{1}} \leq\left\|w_{k-1}^{T} m_{k}\right\|_{\psi_{2}}\left\|m_{k}^{T} v_{k-1}^{\tau}-\eta_{k}\right\|_{\psi_{2}} \leq C d^{-\frac{1}{2}+2 \varepsilon} \cdot d^{-\frac{1}{2}+2 \varepsilon} \tag{51}
\end{equation*}
$$

where $C$ is some absolute constant. For the second part, we have

$$
\begin{equation*}
\left|\Delta \mathcal{M}_{k}^{\operatorname{lin} 2, \tau}\right|=\left|\frac{1}{d} w_{k-1}^{T} K v_{k-1}^{\tau}\right| \leq C d^{-1+2 \varepsilon} \tag{52}
\end{equation*}
$$

Combining these, we see that, for every $k$,
$\sigma_{k, 1}:=\inf \left\{t>0: \mathbb{E}\left[\exp \left(\left|\Delta \mathcal{M}_{k}^{\operatorname{lin} 1, \tau}-\Delta \mathcal{M}_{k}^{\operatorname{lin} 2, \tau}\right| / t\right) \mid \mathcal{F}_{k-1}\right] \leq 2\right\} \leq C d^{-1+4 \varepsilon}$
and, by the martingale Bernstein inequality,

$$
\begin{align*}
& \operatorname{Pr}\left(\sup _{1 \leq k \leq n}\left|\mathcal{M}_{k}^{\operatorname{lin}, \tau}-\mathbb{E} \mathcal{M}_{0}^{\operatorname{lin}}\right| \geq t\right) \\
& \leq 2 \exp \left(-\min \left\{\frac{t}{c \max \sigma_{k, 1}}, \frac{t^{2}}{c \sum_{k=1}^{n} \sigma_{k, 1}}\right\}\right)  \tag{54}\\
& \leq 2 \exp \left(-\min \left\{C t d^{1-4 \varepsilon}, C t^{2} d^{2-8 \varepsilon} n^{-1}\right\}\right)
\end{align*}
$$

As we assume that $n \leq d \log d$ then this gives us

$$
\begin{equation*}
\sup _{1 \leq k \leq n}\left|\mathcal{M}_{k}^{\operatorname{lin}, \tau}\right| \leq d^{-\frac{1}{2}+5 \varepsilon} \tag{55}
\end{equation*}
$$

with overwhelming probability.

Martingale for Hessian part of recurrence.
Proof. Next we consider the contribution from the Hessian part of the recurrence. We write

$$
\begin{align*}
& \frac{\gamma^{2}}{2}\left(m_{k} m_{k}^{T} v_{k-1}^{\tau}-m_{k} \eta_{k}\right)^{T}\left(\nabla^{2} q\right)\left(m_{k} m_{k}^{T} v_{k-1}^{\tau}-m_{k} \eta_{k}\right) \\
& =\mathbb{E}\left[\left.\frac{\gamma^{2}}{2}\left(m_{k} m_{k}^{T} v_{k-1}^{\tau}-m_{k} \eta_{k}\right)^{T}\left(\nabla^{2} q\right)\left(m_{k} m_{k}^{T} v_{k-1}^{\tau}-m_{k} \eta_{k}\right) \right\rvert\, \mathcal{F}_{k-1}\right]+\Delta \mathcal{M}_{k}^{\text {quad }} \tag{56}
\end{align*}
$$

Rearranging the terms, we get

$$
\begin{equation*}
\Delta \mathcal{M}_{k}^{\text {quad }}=A_{k} B_{k}-\mathbb{E}\left[A_{k} B_{k} \mid \mathcal{F}_{k-1}\right] \tag{57}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{k}:=m_{k}^{T}\left(\nabla^{2} q\right) m_{k}, \quad B_{k}:=\left(m_{k}^{T} v_{k-1}^{\tau}-\eta_{k}\right)^{2} . \tag{58}
\end{equation*}
$$

This can be expanded as

$$
\begin{align*}
\Delta \mathcal{M}_{k}^{\text {quad }}= & \left(A_{k}-\mathbb{E}\left[A_{k}\right]\right)\left(B_{k}-\mathbb{E}\left[B_{k}\right]\right)+\mathbb{E}\left[A_{k}\right] \mathbb{E}\left[B_{k}\right]-\mathbb{E}\left[A_{k} B_{k}\right]  \tag{59}\\
& +\left(A_{k}-\mathbb{E}\left[A_{k}\right]\right) \mathbb{E}\left[B_{k}\right]+\left(B_{k}-\mathbb{E}\left[B_{k}\right]\right) \mathbb{E}\left[A_{k}\right],
\end{align*}
$$

so we focus first on obtaining subexponential bounds for the quantities $A_{k}-\mathbb{E}\left[A_{k}\right]$ and $B_{k}-\mathbb{E}\left[B_{k}\right]$ using the Hanson-Wright inequality. For $A_{k}$, we have

$$
\begin{align*}
& \operatorname{Pr}\left(\left|A_{k}-\mathbb{E} A_{k}\right| \geq t\right) \\
& \leq 2 \exp \left[-c \min \left(\frac{t^{2}}{d^{-2+4 \varepsilon}| | \nabla^{2} q \|_{H S}^{2}}, \frac{t}{d^{-1+2 \varepsilon}| | \nabla^{2} q \|}\right)\right]  \tag{6o}\\
& \leq 2 \exp \left[-c^{\prime} \min \left(t^{2} d^{1-4 \varepsilon}, t d^{1-2 \varepsilon}\right)\right] \leq 2 \exp \left[-c^{\prime \prime} t d^{\frac{1}{2}-2 \varepsilon}\right]
\end{align*}
$$

and thus we have the subexponential bound

$$
\begin{equation*}
\left\|A_{k}-\mathbb{E}\left[A_{k}\right]\right\|_{\psi_{1}}<C d^{-\frac{1}{2}+2 \varepsilon} \tag{61}
\end{equation*}
$$

Next we obtain a subexponential bound for $B_{k}$. For the part of $B_{k}$ not involving $\eta_{k}$, we use Hanson-Wright to get

$$
\begin{align*}
& \operatorname{Pr}\left(\left|m_{k}^{T} v_{k-1}^{\tau}\left(v_{k-1}^{\tau}\right)^{T} m_{k}-\mathbb{E} m_{k}^{T} v_{k-1}^{\tau}\left(v_{k-1}^{\tau}\right)^{T} m_{k}\right| \geq t\right) \\
& \leq 2 \exp \left[-c \min \left(\frac{t^{2}}{\left.d^{-2+4 \varepsilon}| | v_{k-1}^{\tau}\left(v_{k-1}^{\tau}\right)^{T}\right|_{H S} ^{2}}, \frac{t}{d^{-1+2 \varepsilon} \| v_{k-1}^{\tau}\left(v_{k-1}^{\tau}\right)^{T}| |}\right)\right] \\
& \leq 2 \exp \left[-c \min \left(t^{2} d^{2-8 \varepsilon}, t d^{1-4 \varepsilon}\right)\right] \tag{62}
\end{align*}
$$

For the terms involving $\eta_{k}$, we use the Orlicz bounds from the assumptions in the set-up to obtain

$$
\begin{align*}
\left\|m_{k}^{T} v_{k-1}^{\tau} \eta_{k}\right\|_{\psi_{1}} & \leq\left\|m_{k}^{T} v_{k-1}^{\tau}\right\|_{\psi_{2}} \cdot\left\|\eta_{k}\right\|_{\psi_{2}}=d^{-\frac{1}{2}+2 \varepsilon} d^{-\frac{1}{2}+\varepsilon}  \tag{63}\\
& =d^{-1+3 \varepsilon}
\end{align*}
$$

Since also $\left\|\eta_{k}^{2}\right\|_{\psi_{1}}=d^{-1+2 \varepsilon}$ combining the bounds (62) and (63), we have

$$
\begin{equation*}
\left\|B_{k}-\mathbb{E}\left[B_{k}\right]\right\|_{\psi_{1}}<C d^{-1+4 \varepsilon} . \tag{64}
\end{equation*}
$$

Furthermore, we have

$$
\begin{equation*}
\mathbb{E}\left[A_{k}\right]=O(1), \quad \mathbb{E}\left[B_{k}\right]=O\left(d^{-1}\right), \tag{65}
\end{equation*}
$$

uniformly for all $k$ based on the assumptions on $\eta_{k}$ and $m_{k}$. We now use (61), (64), (65) to bound each term of (59) in turn.

To bound the contribution from $\left(A_{k}-\mathbb{E}\left[A_{k}\right]\right)\left(B_{k}-\mathbb{E}\left[B_{k}\right]\right)$, we observe that, for each $k$, with overwhelming probability, $\left|A_{k}-\mathbb{E}\left[A_{k}\right]\right|<$ $d^{-\frac{1}{2}+3 \varepsilon}$ and $\left|B_{k}-\mathbb{E}\left[B_{k}\right]\right|<d^{-1+5 \varepsilon}$, so we can conclude that, with overwhelming probability,

$$
\begin{equation*}
\sum_{k=1}^{n}\left|\left(A_{k}-\mathbb{E}\left[A_{k}\right]\right)\left(B_{k}-\mathbb{E}\left[B_{k}\right]\right)\right|<n d^{-\frac{3}{2}+8 \varepsilon}<d^{-\frac{1}{2}+9 \varepsilon} \tag{66}
\end{equation*}
$$

For the second term of (59) we have

$$
\begin{equation*}
\left|\mathbb{E}\left[A_{k}\right] \mathbb{E}\left[B_{k}\right]-\mathbb{E}\left[A_{k} B_{k}\right]\right|=\left|\mathbb{E}\left[\left(A_{k}-\mathbb{E} A_{k}\right)\left(B_{k}-\mathbb{E} B_{k}\right)\right]\right| \leq \mathbb{E}\left|\left(A_{k}-\mathbb{E} A_{k}\right)\left(B_{k}-\mathbb{E} B_{k}\right)\right| \tag{67}
\end{equation*}
$$

We can bound this quantity using

$$
\begin{align*}
& \operatorname{Pr}\left(\left|\left(A_{k}-\mathbb{E} A_{k}\right)\left(B_{k}-\mathbb{E} B_{k}\right)\right| \geq t\right) \\
& \leq \operatorname{Pr}\left(\left|A_{k}-\mathbb{E} A_{k}\right| \geq \sqrt{t}\right)+\operatorname{Pr}\left(\left|B_{k}-\mathbb{E} B_{k}\right| \geq \sqrt{t}\right)  \tag{68}\\
& \leq 4 \exp \left[-c \min \left(t d^{1-4 \varepsilon}, \sqrt{t} d^{1-4 \varepsilon}\right)\right]
\end{align*}
$$

where the bound in the last line comes from combining (60) and (64).
Using this bound, we obtain

$$
\begin{align*}
\left|\mathbb{E}\left[A_{k}\right] \mathbb{E}\left[B_{k}\right]-\mathbb{E}\left[A_{k} B_{k}\right]\right| & \leq \int_{0}^{\infty} x \operatorname{Pr}\left(\left|\left(A_{k}-\mathbb{E} A_{k}\right)\left(B_{k}-\mathbb{E} B_{k}\right)\right| \geq x\right) d x \\
& \leq \int_{0}^{1} 4 x \exp \left(-c x d^{1-4 \varepsilon}\right) d x+\int_{1}^{\infty} 4 x \exp \left(-c \sqrt{x} d^{1-4 \varepsilon}\right) d x \tag{69}
\end{align*}
$$

Making the change of variables $y=x d^{1-4 \varepsilon}$ in the first integral and $z=\sqrt{x} d^{1-4 \varepsilon}$ in the second integral, this becomes
$4 d^{-2+8 \varepsilon} \int_{0}^{d^{1-4 \varepsilon}} y \exp (-c y) d y+4 d^{-4+8 \varepsilon} \int_{d^{1-4 \varepsilon}}^{\infty} z^{2} \exp (-c z) d z=O\left(d^{-2+8 \varepsilon}\right)$.
(70)

Thus,

$$
\begin{equation*}
\sum_{k=1}^{n}\left|\mathbb{E}\left[A_{k}\right] \mathbb{E}\left[B_{k}\right]-\mathbb{E}\left[A_{k} B_{k}\right]\right|=O\left(n d^{-2+8 \varepsilon}\right) \tag{71}
\end{equation*}
$$

Finally, we note that the remaining terms of (59), namely ( $A_{k}-$ $\left.\mathbb{E}\left[A_{k}\right]\right) \mathbb{E}\left[B_{k}\right]$ and $\left(B_{k}-\mathbb{E}\left[B_{k}\right]\right) \mathbb{E}\left[A_{k}\right]$, are martingale increments with

$$
\begin{equation*}
\left\|\left(A_{k}-\mathbb{E}\left[A_{k}\right]\right) \mathbb{E}\left[B_{k}\right]\right\|_{\psi_{1}} \leq C d^{-\frac{3}{2}+2 \varepsilon}, \quad\left\|\left(B_{k}-\mathbb{E}\left[B_{k}\right]\right) \mathbb{E}\left[A_{k}\right]\right\|_{\psi_{1}} \leq C d^{-1+4 \varepsilon} . \tag{72}
\end{equation*}
$$

Applying the Martingale Bernstein inequality, we conclude

$$
\begin{align*}
& \operatorname{Pr}\left(\sup _{1 \leq k \leq n}\left|\sum_{j=1}^{k}\left(A_{j}-\mathbb{E}\left[A_{j}\right]\right) \mathbb{E}\left[B_{j}\right]+\left(B_{j}-\mathbb{E}\left[B_{j}\right]\right) \mathbb{E}\left[A_{j}\right]\right| \geq t\right) \\
& \quad \leq 2 \exp \left(-\min \left\{\frac{t}{c \max \sigma_{k, 1}}, \frac{t^{2}}{c \sum_{k=1}^{n} \sigma_{k, 1}}\right\}\right)  \tag{73}\\
& \quad \leq 2 \exp \left(-\min \left\{C t d^{1-4 \varepsilon}, C t^{2} d^{2-8 \varepsilon} n^{-1}\right\}\right) .
\end{align*}
$$

Thus, for $n \leq d \log d$, we get

$$
\begin{equation*}
\sup _{1 \leq k \leq n}\left|\sum_{j=1}^{k}\left(A_{j}-\mathbb{E}\left[A_{j}\right]\right) \mathbb{E}\left[B_{j}\right]+\left(B_{j}-\mathbb{E}\left[B_{j}\right]\right) \mathbb{E}\left[A_{j}\right]\right| \leq d^{-\frac{1}{2}+5 \varepsilon} \tag{74}
\end{equation*}
$$

with overwhelming probability. Finally, combining the bounds from (66), (71), (74), we conclude that, for $n \leq d \log d$,

$$
\begin{equation*}
\sup _{1 \leq k \leq n}\left|\mathcal{M}_{k}^{\text {quad, } \tau}\right| \leq d^{-\frac{1}{2}+8 \varepsilon} \tag{75}
\end{equation*}
$$

with overwhelming probability. This completes the proof of part (ii) of the lemma.

For part (iii), we observe that $\Delta \mathcal{E}_{k}^{\text {quad, } \tau}=\mathbb{E}\left[A_{k} B_{k}\right]-\mathbb{E}\left[A_{k}\right] \mathbb{E}\left[B_{k}\right]+$ $O\left(d^{-2+4 \epsilon}\right)$, the error terms arising from $u_{k}$ cross terms, so that the bound of $\mathcal{E}_{k}^{\text {quad, } \tau}$ follows immediately from (71).

## 5 Homogenization of Multipass SGD on the least squares

This is adapted from [Paq+22a], building on earlier work in [Paq+21].


In this section, we will deal exclusively with multi-pass SGD on the least squares problem. Strictly speaking, this will no longer purely concern the problem of linear regression (although this remains the main motivating application). Suppose that we are given an $n \times d$ matrix $A$ and a target vector $b$. We look at the least squares problem

$$
\min _{x \in \mathbb{R}^{d}}\left\{\mathscr{L}(x):=\frac{1}{2 n}\left\|\langle A, x\rangle_{d}-b\right\|^{2}=\frac{1}{2 n} \sum_{i=1}^{n}\left(\left\langle a_{i}, x\right\rangle-b_{i}\right)^{2}\right\} .
$$

The SGD we now consider is

$$
\begin{equation*}
x_{k+1}=x_{k}-\gamma_{k}\left(\left\langle a_{i_{k+1}}, x\right\rangle-b_{i_{k+1}}\right) a_{i_{k+1}}, \quad\left\{i_{k}\right\} \text { iid } \operatorname{Unif}(\{1,2, \cdots, n\}) . \tag{76}
\end{equation*}
$$

This is multi-pass SGD.
Now a fruitful point of view in this case is to actually recast this as streaming SGD, which is possible if we view $\mathcal{D}$ as the empirical distribution of the pairs $\left(\left(a_{i}, b_{i}\right): 1 \leq i \leq n\right)$ so that samples from $\mathcal{D}$ are given by

$$
(a, b) \stackrel{\text { law }}{=}\left(a_{i}, b_{i}\right), \quad i \stackrel{\text { law }}{=} \operatorname{Unif}(\{1,2, \cdots, n\}) .
$$

The expected risk, considered this way, would be the empirical risk $\mathscr{L}$. For clarity, we shall still refer to it as the empirical risk, as in an

Figure 5: Risk curves of SGD across different dimensions. In each dimension, 10 runs of multi-pass constant step-size SGD are performed on a least squares problem, and the test error is computed over time. We then display $80 \%$ confidence intervals over time (i.e. we discard the largest and smallest at error at each point in time). The curves concentrate around a high-dimensional limit value. Note that time is scaled in epochs. The Volterra curve is the limiting risk curve.

ERM context, it may be helpful to still consider a population risk. However, this does give a clear guess for how to approximate the resulting SGD in high-dimensions. Define the sample covariance matrices

$$
\begin{equation*}
\hat{K}:=\frac{1}{n} A^{T} A \quad \text { and } \quad \check{K}:=\frac{1}{n} A A^{T} \tag{77}
\end{equation*}
$$

where the first is the (usual) feature-feature covariance and the second is (up to scaling) an empirical estimator of the covariance between the samples. If we use (32) as a guide, then with $\gamma_{k}=\gamma(k / d) / d$

$$
\begin{equation*}
\mathrm{d} \mathbf{X}_{t}=-\gamma(t)\left(\nabla \mathscr{L}\left(\mathbf{X}_{t}\right)+\sqrt{\frac{2}{d} \mathscr{L}\left(\mathbf{X}_{t}\right) \hat{K}} d B_{t}\right) \tag{78}
\end{equation*}
$$

On the other hand, what is clear is that this distribution cannot satisfy Assumption 1 in two important ways. First the data absolutely cannot generically Part 2 (the Hanson-Wright inequality) uniformly in $B$, as the case of $B$ being given by an outer product $a_{1} \otimes a_{1}$, which will cause large non-concentration issues. Second, there is no underlying model for the targets $b$, and no clear candidate for a target $\beta$.

Assumption 2 (Empirical data assumptions): Suppose that the norm of $\hat{K}$ (and hence $\check{K}$ ) is bounded above independent of $n$ and $d$. Suppose $\Gamma$ is the contour enclosing $[0,\|\hat{K}\|]$ at distance

1. Suppose there is a $\theta \in\left(0, \frac{1}{4}\right)$ for which
2. $\max _{z \in \Gamma} \max _{1 \leq i \leq n}\left|\boldsymbol{e}_{i}^{T} R(z ; \check{K}) b\right| \leq n^{\theta-1 / 2}$.
3. $\max _{z \in \Gamma} \max _{1 \leq i \neq j \leq n}\left|\boldsymbol{e}_{i}^{T} R(z ; \check{K}) \boldsymbol{e}_{j}^{T}\right| \leq n^{\theta-1 / 2}$.
4. $\max _{z \in \Gamma} \max _{1 \leq i \leq n}\left|\boldsymbol{e}_{i}^{T} R(z ; \check{K}) \boldsymbol{e}_{i}-\frac{1}{n} \operatorname{Tr} R(z ; \check{K})\right| \leq n^{\theta-1 / 2}$.

In a random matrix theory context, such types of results are standard. That is, under quite general assumptions, if we suppose that the rows of $A$ are given by independent samples from a highdimensional distribution, one gets that the off-diagonal resolvent entries of $\check{K}$ are small and the on-diagonal entries approximate the trace. See for example [KY ${ }_{17}$ ].

We also need that the initialization does not pick out a part of the feature covariance matrix which is unusally dense.

Assumption 3 (Non-spectral Init): Let $\Gamma$ be the same contour as in
Assumption 2 and let $\theta \in\left(0, \frac{1}{2}\right)$. Then

$$
\max _{z \in \Gamma} \max _{1 \leq i \leq d}\left|\boldsymbol{e}_{i}^{T} R(z ; \hat{K}) x_{0}\right| \leq d^{\theta-1 / 2}
$$

Exercise 12 (Initialization): Show that if $\sqrt{d} x_{0}$ has iid mean 0 , subgaussian entries, $\hat{K}$ has bounded norm then Assumption 3 holds with overwhelming probability.

Finally for comparison of SGD to its homogenized counter-part, we need that the the risk we consider is well-behaved.

Assumption 4 (Quadratic statistics): Suppose $\mathscr{R}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is quadratic, i.e. there is a symmetric matrix $T \in \mathbb{R}^{d \times d}$, a vector $u \in \mathbb{R}^{d}$, and a constant $c \in \mathbb{R}$ so that

$$
\begin{equation*}
\mathscr{R}(x)=\frac{1}{2} x^{T} T x+u^{T} x+c . \tag{79}
\end{equation*}
$$

We assume that $\mathscr{R}$ satisfies $\|\mathscr{R}\|_{C^{2}} \leq C$ for some $C$ independent of $n$ and $d$. Moreover, we assume the following (for the same $\Gamma$ and $\theta$ ) as in Assumption 2:

$$
\begin{align*}
& \max _{z, y \in \Gamma 1 \leq i \leq n} \max _{n} \frac{1}{n}\left|\boldsymbol{e}_{i}^{T} A \widehat{T} A^{T} \boldsymbol{e}_{i}-\operatorname{Tr}(\hat{K} \widehat{T})\right| \leq\|T\| n^{-\theta}, \quad \text { where }  \tag{80}\\
& \widehat{T}=R(z) T R(y)+R(y) R(z), \quad R(z)=R(z ; \hat{K}) .
\end{align*}
$$

Then under all these assumptions, we can compare this risk as it evolves under SGD to the same under homogenized SGD.

## Theorem 17: Homogenization of multi-pass SGD

Suppose $n \geq d^{\tilde{\varepsilon}}$ and $n \leq d^{C}$ and suppose that Assumptions 2,3 and 4 are in force. There is a $\varepsilon>0$ depending only on $\theta$ and $\tilde{\epsilon}$ so that for any deterministic $T>0$

$$
\sup _{0 \leq t \leq T}\left|\mathscr{R}\left(x_{t d}\right)-\mathscr{R}\left(\mathbf{X}_{t}\right)\right| \leq d^{-\tilde{\varepsilon} / 2}
$$

with overwhelming probability.

## Example 14: SGD for Linear regression

As a principle example suppose one takes a linear regression setup where for a fixed $d \times d$ covariance matrix $\Sigma \succ 0$ of bounded norm, we set a sample $(a, b) \stackrel{\text { law }}{=} \mathcal{D}$ to be constructed by

$$
a=\sqrt{\Sigma} z, \quad b=\langle a, \beta\rangle+\eta w,
$$

where $z$ is an iid 1 -subgaussian vector and $w$ is mean 01 subgaussian. We set $\mathscr{P}(x)=\frac{1}{2} \mathbb{E}(\langle a, x\rangle-b)^{2}$.

Let $\left(\left(a_{i}, b_{i}\right): 1 \leq i \leq n\right)$ be $n$ samples from this distribution, and form a matrix $(A, b)$ by setting the rows of $A$ to be given
by the samples $\left\{a_{i}\right\}$. Then provided $n / d$ is bounded below independent of $d$, Assumption 2 holds for any $\theta>0$ with overwhelming probability. Suppose $x_{0}$ is as in Exercise 12, so that Assumption 3 holds. Finally both $\mathscr{P}$ and $\mathscr{L}$ satisfy Assumption 4 with overwhelming probability. Hence for $\mathscr{R}$ given by either of $\mathscr{P}$ or $\mathscr{L}$,

$$
\sup _{0 \leq t \leq T}\left|\mathscr{R}\left(x_{t d}\right)-\mathscr{R}\left(\mathbf{X}_{t}\right)\right| \leq d^{-\tilde{\varepsilon} / 2}
$$

with overwhelming probability.

Remark 13 (Random (fully connected) feature regression): In random features regression, suppose that one has an underlying data distribution $\mathcal{D}_{0}$ on $\mathbb{R}^{m} \otimes \mathbb{R}^{p}$. Motivated by neural networks (and especially by wide neural networks), one considers an activation function $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ and one introduces a weight matrix $W \in \mathbb{R}^{d} \otimes \mathbb{R}^{m}$. Then one transforms the data to make a new distribution $\mathcal{D}$ by setting a sample from $(a, b) \stackrel{\text { law }}{=} \mathcal{D}$ to be given by

Output: $\left(\sigma\left(\langle W, a\rangle_{m}\right), b\right)$ where $(a, b) \sim \mathcal{D}_{0}$.

If $W$ is drawn simply from $N\left(0, \operatorname{Id}_{m} \otimes \operatorname{Id}_{p}\right)$, then this is a random fully-connected feature model. More general, structured covariances can be used to produce more elaborate and interesting models: see [RRo8].

Random features models can also be seen to satisfy the assumptions of Theorem 17; see [Paq+22a] for details.

This means we have a Volterra risk model for the training loss:

```
Definition 35 ((Empirical) Volterra model for training loss): Let \mathscr{X}
``` be the path of gradient flow started from initialization \(\mathbf{X}_{0}\) for minimizing the empirical risk, i.e.
\[
\dot{\mathscr{X}}_{t}=-\nabla \mathscr{L}\left(\mathscr{X}_{t}\right) .
\]

Let \(\mathcal{K}_{\gamma}\) be the function from \([0, \infty) \rightarrow[0, \infty)\) given by
\[
\mathcal{K}_{\gamma}(t):=\gamma^{2} \frac{\operatorname{Tr}\left(\hat{K}^{2} e^{-2 \gamma \hat{K} t}\right)}{d}
\]

Then the Volterra risk model is the solution of the convolution-
type Volterra equation
\[
\Psi(t):=\mathscr{L}\left(\mathscr{X}_{\gamma t}\right)+\int_{0}^{t} \mathcal{K}_{\gamma}(t-s) \Psi(s) \mathrm{d} s .
\]

Now to give the population risk \(\mathscr{P}\), it is helpful to return to the behaviour of homogenized SGD.

The empirical risk curve concentrates around the Volterra risk model, as in Theorem 14. It follows that for homgenized SGD, we actually have the following approximation
\[
\mathrm{d} \mathbf{X}_{t} \approx-\gamma(t)\left(\nabla \mathscr{L}\left(\mathbf{X}_{t}\right)+\sqrt{\frac{2}{d} \Psi(t) K} d B_{t}\right),
\]
which we shall see actually describes a Gaussian centered around gradient flow.

To describe gradient flow, we need a surrogate for \(\beta\). The correct relacement comes from properly projecting \(b\) Namely, we decompose
\[
\|A x-b\|^{2}=\left\|A x-A\left(A^{T} A\right)^{-1} A^{T} b+\eta\right\|^{2}=\left\|A\left(x-\beta^{*}\right)\right\|^{2}+\eta^{2},
\]
where \(\eta\) is a vector orthogonal to the rows of \(A\), i.e. \(A^{T} \eta=0\). Here we have set \(\beta^{*}=\left(A^{T} A\right)^{-1} A^{T} b\). It follows that we have
\[
\nabla \mathscr{L}(x)=\hat{K}\left(x-\beta^{*}\right)
\]

Then \(\beta^{*}\) is the appropriate generalizer of \(\beta\) in the sense that gradient flow on \(\mathscr{L}\) acts by
\[
\mathscr{X}_{t}-\beta^{*}=e^{-t \hat{K}}\left(\mathscr{X}_{0}-\beta^{*}\right),
\]
and moreover, homogenized SGD can be expressed as
\[
\mathrm{d} \mathbf{X}_{t} \approx-\gamma(t)\left(\hat{K}\left(\mathbf{X}_{t}-\beta^{*}\right)+\sqrt{\frac{2}{d} \mathscr{L}\left(\mathbf{X}_{t}\right) \hat{K}} d B_{t}\right) .
\]

Hence, working for simplicity in the case \(\gamma(t) \equiv \gamma\),
\[
\mathrm{d}\left(e^{\gamma t \hat{K}}\left(\mathbf{X}_{t}-\beta^{*}\right)\right)=e^{\gamma t \hat{K}} \sqrt{\frac{2}{d} \mathscr{L}\left(\mathbf{X}_{t}\right) \hat{K}} d B_{t} \approx e^{\gamma t \hat{K}} \sqrt{\frac{2}{d} \Psi(t) \hat{K}} d B_{t} .
\]

This leads to the following approximation
\[
\text { Lemma } 13 \text { (Gaussian approximation): With } \gamma(t) \equiv \gamma \text {, we have }
\] that for any \(T\) and any \(\epsilon>0\), with overwhelming probability
\[
\sup _{0 \leq t \leq T}\left|\mathbf{X}_{t}-\mathscr{X}_{\gamma t}+\int_{0}^{t} \gamma e^{-\gamma(t-s) \hat{K}} \sqrt{\frac{2}{d} \Psi(s) \hat{K}} d B_{s}\right| \leq d^{-1 / 2+\epsilon} .
\]

Thus for evaluation against another statistic, such as \(\mathscr{P}\left(\mathbf{X}_{t}\right)\), we have:

Often in this context, this is also referred to as the generalization error, meaning how well the estimator performs on a new sample from the distribution.

Corollary 6 (Generalization error model): The generalization error \(\mathscr{P}\left(\mathbf{X}_{t}\right)\) evolves according to the risk curve
\[
\mathscr{P}\left(\mathbf{X}_{t}\right)=\mathscr{P}\left(\mathscr{X}_{\gamma t}\right)+\int_{0}^{t} \frac{\gamma^{2}}{d} \operatorname{Tr}\left(e^{-2 \gamma(t-s) \hat{K}} K \hat{K}\right) \Psi(s) \mathrm{d} s+\mathrm{E}_{t}
\]

The error \(\mathrm{E}_{t}\) tends to 0 like \(d^{-1 / 2+\epsilon}\) with overwhelming probability uniformly on compact sets.

\subsection*{5.1 Comparison of single and multi-pass case}

A few major qualitative points can be made here. In an empirical risk minimization framework, as multi-pass SGD minimizes the empirical risk \(\mathscr{L}\), it has the ability to overfit. Thus, running longer in multi-pass SGD can in fact actually degrade test loss performance.

On the other hand, the excess risk of using multi-pass SGD over gradient flow, which is the term
\[
\operatorname{Excess}-\operatorname{risk}(t):=\int_{0}^{t} \frac{\gamma^{2}}{d} \operatorname{Tr}\left(e^{-2 \gamma(t-s) \hat{K}} K \hat{K}\right) \Psi(s) \mathrm{d} s
\]
depends qualitatively on two main features, the size of \(\gamma\) and the behavior of the training loss \(\Psi\). In particular, when \(\Psi(t) \rightarrow 0\) (which in particular implies that \(\gamma\) is less than the convergence threshold \(2 \operatorname{Tr}(\hat{K}) / d)\) then the excess risk of SGD tends to 0 .

In situations where \(\Psi(t) \rightarrow \Psi(\infty)>0\), then the excess risk incurred tends to
\[
\operatorname{Excess-risk}(\infty):=\frac{\gamma}{2 d} \operatorname{Tr}(K \Pi(\hat{K})) \Psi(\infty),
\]
where \(\Pi(\hat{K})\) is the projection onto the span of \(\hat{K}\). Note that in the streaming case, there is also excess risk caused by SGD over gradient flow, and it follows a similar recipe.

From a risk minimization point of view, one can ask whether the danger of overfitting using multi-pass SGD outweighs the cost of using one-pass SGD, which is limited in the number of steps by the number of data points? The answer is complicated and depends greatly on the problem, see as an illutration Figure 6 and 7 .

\subsection*{5.2 Proof strategy for homogenized SGD}

The general plan of the proof follows that of streaming SGD, with a few important differences. We give an overview of the strategy here. As there, we look to evaluate the updates of a quadratic test statistic over time.


Now for an update, we have from (76)
\[
\begin{align*}
q\left(x_{k+1}\right)-q\left(x_{k}\right) & =-\gamma_{k}\left\langle\nabla q\left(x_{k}\right), a_{i_{k+1}}\right\rangle\left(\left\langle a_{i_{k+1}}, x_{k}\right\rangle-b_{i_{k+1}}\right) \\
& +\frac{\gamma_{k}^{2}}{2}\left\langle\nabla^{2} q\left(x_{k}\right), a_{i_{k+1}}^{\otimes 2}\right\rangle\left(\left\langle a_{i_{k+1}}, x_{k}\right\rangle-b_{i_{k+1}}\right)^{2} . \tag{81}
\end{align*}
\]

We then proceed to compute the conditional means of both of these terms.

The first term we connect to the empirical risk, via
\[
\begin{aligned}
& \mathbb{E}\left[\left\langle\nabla q\left(x_{k}\right), a_{i_{k+1}}\right\rangle\left(\left\langle a_{i_{k+1}}, x_{k}\right\rangle-b_{i_{k+1}}\right) \mid \mathscr{F}_{k}\right] \\
& =\frac{1}{n}\left\langle\nabla q\left(x_{k}\right), A^{T}(A x-b)\right\rangle \\
& =\left\langle\nabla q\left(x_{k}\right), \nabla \mathscr{L}\left(x_{k}\right)\right\rangle .
\end{aligned}
\]

As for the second term, we define \(f_{i}(x)=\frac{1}{2}\left(\left\langle a_{i}, x_{k}\right\rangle-b_{i}\right)^{2}\) and observe this allows us to express it as
\[
\frac{1}{2}\left\langle\nabla^{2} q\left(x_{k}\right), a_{i_{k+1}}^{\otimes 2}\right\rangle\left(\left\langle a_{i_{k+1}}, x_{k}\right\rangle-b_{i_{k+1}}\right)^{2}=\left\langle\nabla^{2} q\left(x_{k}\right), a_{i_{k+1}}^{\otimes 2}\right\rangle f_{i_{k+1}}\left(x_{k}\right)
\]

If \(a_{i_{k+1}}\) were independent of \(\nabla^{2} q\left(x_{k}\right)=\nabla^{2} q\) (recall that \(q\) is quadratic), then we could approximate \(\left\langle\nabla^{2} q\left(x_{k}\right), a_{i_{k+1}}^{\otimes 2}\right\rangle\) (using something like the Hanson-Wright inequality) by
\[
\left\langle\nabla^{2} q\left(x_{k}\right), a_{i_{k+1}}^{\otimes 2}\right\rangle \approx\left\langle\nabla^{2} q\left(x_{k}\right), \hat{K}\right\rangle
\]

Hence, it would suffice to work on the event \(\mathcal{E}^{q}\) on which
\[
\max _{i}\left|\left\langle\nabla^{2} q, a_{i}^{\otimes 2}-\hat{K}\right\rangle\right| \leq\|\nabla q\|^{2} n^{-1 / 2+\theta}
\]

Figure 6: Risk curves for a simple linear regression problem. Multi-pass SGD, its high dimensional equivalent (i.e. "Volterra"), Streaming SGD (i.e. one-pass with varying dataset size), and the expected risk of homogenized SGD ("Streaming Volterra") are all plotted. Risk levels for streaming SGD at various levels \(n\) are plotted for comparison against the corresponding multi-pass version. Note that at smaller dataset sizes, multi-pass SGD improves greatly over one-pass SGD. At higher dataset sizes, they are similar and in fact multi-pass SGD always underperforms.


Figure 7: Risk curves for fullyconnected random features model (with \(d=6000\) ) built on CIFAR-5m, empirical (top) and test-loss (bottom). The CIFAR-5m dataset [NNS21] is a synthetically generated 5 million data-point set of images, with the same class structure and image geometry as CIFAR10. We compare running SGD on these curves as we vary the size of the subset used in each run. Note that in generalization performance, multi-pass SGD continues to improve generalization performance up to around \(2 \times 10^{4}=20,000\) iterations (for all \(n\) displayed), which is about 5 epochs in the \(n=4000\) case. Achieving the same performance with streaming requires about \(10^{5}=100,000\) iterations.

Now suppose we introduce the stopping time \(\tau\) given by
\[
\inf \left\{k: \max _{i} f_{i}\left(x_{k}\right) \geq n^{\theta}\right\}
\]
then for \(k>\tau\) we have
\[
\left|\mathbb{E}\left[\left\langle\nabla^{2} q\left(x_{k}\right), a_{i_{k+1}}^{\otimes 2}\right\rangle f_{i_{k+1}}\left(x_{k}\right) \mid \mathscr{F}_{k}\right]-\left\langle\nabla^{2} q, \hat{K}\right\rangle \mathscr{L}\left(x_{k}\right)\right| \leq n^{-1 / 2+2 \theta} .
\]

Thus, we have a martingale decomposition
\[
\begin{align*}
q\left(x_{k+1}^{\tau}\right)-q\left(x_{k}^{\tau}\right) & =-\gamma_{k}\left\langle\nabla q\left(x_{k}^{\tau}\right), \nabla \mathscr{L}\left(x_{k}^{\tau}\right)\right\rangle+\gamma_{k} \Delta M_{k}^{\text {lin }} \\
& +\frac{\gamma_{k}^{2}}{2}\left\langle\nabla^{2} q, \hat{K}\right\rangle \mathscr{L}\left(x_{k}^{\tau}\right)+\gamma_{k} \mathrm{KL}_{k}+\gamma_{k}^{2} \Delta M_{k}^{\text {quad }} \tag{82}
\end{align*}
\]
where \(K_{k}\) is a deterministic error controlled by \(n^{-1 / 2+2 \theta}\) on \(\mathcal{E}^{q}\). The martingale increments \(\Delta M_{k}^{\text {lin }}\) and \(\Delta M_{k}^{\text {quad }}\) can be controlled using martingale concentration techniques and the implied control from the stopping time \(\tau\).

Now as in (42), we perform this analysis over a class of functions. This function class only need to be modified slightly, to account for the change of \(\beta\). So we define:
\[
\begin{align*}
& \mathcal{Q}_{n}(q):=\mathcal{Q}_{n}(q, \hat{K})= \\
& \left\{q(x), \quad(\nabla q(x))^{T} R(z ; \hat{K}) x, \quad x^{T} R(y ; \hat{K})\left(\nabla^{2} q\right) R(z ; K) x,\right. \\
& \left.\quad(\nabla q(x))^{T} R(z ; \hat{K}) A^{T} b, \quad x^{T} R(y ; \hat{K})\left(\nabla^{2} q\right) R(z ; K) A^{T} b, \quad \forall z, y \in \Gamma\right\} \tag{83}
\end{align*}
\]
and as in the streaming setting, we use a function class \(\mathcal{Q}=\) \(\mathcal{Q}_{n}(\mathscr{L}, \hat{K}) \cup \mathcal{Q}_{n}\left(\|\cdot\|^{2}, \hat{K}\right) \cup \mathcal{Q}_{n}(\mathscr{R}, \hat{K})\), where \(\mathscr{R}\) is the additional risk that we look to use.

Now the remainder of the proof proceeds as follows.
1. We need to show we can work on the event \(\mathcal{E}^{q}\) for all \(q \in \mathcal{Q}\). This is where Assumption 4 plays its role (specifically for \(\mathscr{R}\) ). For the norm \(\|\cdot\|^{2}\) and for \(\mathscr{L}\), we get this control from Assumption 2.
2. Let \(\sigma\) be the first time \(k\) that \(\mathscr{L}\left(x_{k}\right)>C\) (for a large but unimportant \(C\) independent of \(d, n)\). Now show that \(\tau\) does not occur before \(\sigma\) with overwhelming probability. This uses a bootstrap argument, which shows that under the assumption the max-coordinate has some initial control, it can be improved with high probability.
3. The martingale terms are controlled with overwhelming probability using Freedman-inequality type bounds.
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[^0]:    ${ }^{2}$ This is going to intuitively represent the accumulated ammount of "randomess" of a martingale. This measure can be skeweed to be larger than in some sense it should be if the second moments of increments of the martingale barely exist (or do not exist at all!) in which case this is not really useful. So it is almost always appears paired with the condition that $\left|M_{j}-M_{j-1}\right| \leq 1$ almost surely, which is more helpful.

[^1]:    ${ }^{5}$ Structure, in the context of optimization theory, is the set of assumptions one puts on the objective function $f$ which allows it to be meaningfully manipulated or optimized. Standard examples include convexity or smoothness.

[^2]:    ${ }^{8}$ The one-hot representation of a class is the vector of all 0 save for in the entry given by the class, in which it is one.

